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Abstract

Among people working in Computational Linguistics (CL) around 1990 and still active in
the field now, there is a widely shared feeling that they have witnessed a revolution. This
paper shows which developments are responsible for this perception and which elements
are central in the actual revolution. In order to avoid terminological confusion, the concept
of revolution as it is used here is clarified first. Then the development in the subfield of Ma-
chine Translation is studied in some detail. It is argued that the actual revolution consists in
a shift of attention from the application of theoretical knowledge to the solution of practical
problems. To the extent that this shift is representative of more general developments in the
field, the conclusions can be generalized to CL as a whole.

Among people working in Computational Linguistics (CL) around 1990 and still
active in the field now, there is a widely shared feeling that they have witnessed a
revolution. The purpose of this paper is to show which developments are responsi-
ble for this perceived revolution and how the consequences of these developments
for the field can be evaluated. Section 1 creates a basis by establishing which sense
of revolution is meant in the title and how such a phenomenon can be recognized
in general. The position of Machine Translation (MT) in CL and the general ori-
entation of CL before the revolution are sketched in section 2. Some aspects of
four MT systems representative of the development in the 1980s and 1990s are
outlined in section 3 and analysed in section 4. From this analysis, a more general
characterization of the revolution in CL is derived in section 5.

1 Revolutions

The concept of revolution is one loaded with a large connotative value, which tends
to hamper its successful application in a specific context such as the question of
whether and how exactly CL has undergone a revolution in the past decade.

A revolution can be described generally as a radical change in the orientation
of a system. In a sufficiently broad interpretation of system, this definition even
covers the sense of ’rotating movement’, as in a motor. More to the point are
the cases in which ’system’ refers to a sociologically organized complex. In this
context an interesting parallel can be observed between political revolutions and
scientific revolutions. The interest resides in the possibility of identifying some
key concepts of revolutions which can be used successfully in both contexts.

While political revolutions are always radical changes in the orientation of the
political system of a country, not every radical change amounts to a revolution.
When Mitterand won the French presidential elections in 1981 and his socialist
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party won a landslide victory in the subsequent parliamentary elections, this cer-
tainly caused a radical reorientation of the French political landscape. Neverthe-
less, it was not a revolution. By contrast, when in 1830 King Charles X was over-
thrown and replaced by King Louis Philippe, the change in political orientation
was probably much less radical, but it was certainly a revolution (cf. Louessard,
1990). The main difference between these events is that the system in place in
1981 catered for a changeover of power of the type which took place, whereas in
1830 the changeover was not foreseen by the rules of the system.

In the context of science, the term was originally used in a definite sense, ’the
scientific revolution’, referring to the emergence of science in the modern sense
after the Middle Ages (cf. Rossi 1997). This is certainly not the sense in which
CL was revolutionized in the 1990s. More relevant is the concept of revolution
as discussed by Kuhn (1970). This sense of (scientific) revolution has more in
common with the notion of (political) revolution sketched above. Kuhn showed
that a science at a given point in its existence has a specific system of rules, which
regulates what counts as normal, accepted behaviour, more or less likeits political
counterpart. This system determines how science is done, what counts as progress
in the development of science, and what is good science. A scientific revolution
is the change of this reference system for a science in a sense not foreseen by the
rules of the system itself.

In politics and in science, the underlying system is not a purpose in itself,
but rather a background for doing something else. It requires strong motivation
to spend a lot of time and energy reworking this background rather than making
progress along better known lines. Therefore a revolution is always caused by a
crisis. It is not necessary that this crisis is felt by everyone involved in the system,
nor can a definite threshold be set when a revolution will start (much less when it
will be successful), but revolutions do not occur at random.

Only when a group of scientists perceive their way of science as not promis-
ing sufficient progress any more will they start investing time in a revision of the
underlying system of assumptions. As a consequence, a revolution is often accom-
panied by a general spirit of optimism among this group, because they believe that
their radical measures will bring a faster road to progress. By itself, observing such
a spirit need not be a sign of a revolution, however. Here a parallel with politics
can be drawn. A similar type of optimism could be observed in France after the
1981 elections (at least in one part of society), for which we established previously
that it did not constitute a revolution.

As a scientific revolution involves a change in reference system which deter-
mines how scientific practice should be evaluated, it is not possible to make a fair
comparison of theories developed before and after the revolution by applying the
standards of one reference system to the theories formulated on the basis of the
other. Kuhn (1970) calls this the incommensurability of theories inherent in the
comparison of different paradigms or disciplinary matrices. It should be empha-
sized that this means not only that the ’old’ theory is judged unfairly with the new
evaluation criteria, but also that the ’new’ theory will probably be bad in terms of
the evaluation criteria of the old reference system.
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Mutual misunderstanding is often a sign of incommensurability. Thus, the fol-
lowing statements from the discussion between Householder (1965) and Chomsky
& Halle (1965) provide a strong argument for the analysis of the emergence of
Chomskyan linguistics as a scientific revolution. After a review of different as-
pects of Chomsky & Halle’s phonological theory, Householder’s conclusion is (1).
In a detailed reaction to Householder’s argument we find such remarks as (2).

(1) ”on matters of phonology, their claims and assertions, if all wholly
true, would tend to make all phonological work impossible on any
known lines.” [Householder (1965:13), my emphasis].

(2) ”We have no idea what this comment means, and therefore make
no attempt to discuss it.” [Chomsky & Halle (1965:118)]

A consequence of incommensurability is that in a scientific revolution the
newly emerging framework cannot be expected to encompass everything the old
framework was able to deal with. A revolution always involves both progress and
losses (cf. Chen 1997). If the revolution is successful the scientific community
apparently considers the progress promised by the new framework greater than the
losses it induces. Such a judgement cannot be fully rational, however, because it
involves the choice between two standards of evaluation. There does not exist a
common set of criteria to choose between two scientific paradigms.

Returning to CL, in order to show that a revolution took place, we should look
for a radical change in the system of assumptions underlying scientific work. Prop-
erties of such a change include the incommensurability of results of work before
and after the revolution.

2 Computational Linguistics before the Revolution

CL is special as a science because it requires more than just a theory. Whatever is
produced in CL should work. In this sense, the opposition between CL and theo-
retical linguistics can be compared to the one between electrical engineering and
theoretical physics. Despite the opposition, linguistics is usually understood as
including CL, and physics as including electrical engineering. In addition, fields
such as CL and electrical engineering share some important goals and properties
with science at large. Science is about the extension of knowledge. In the list
of priorities for this extension, there is a tension between two types of argument.
Scientists are primarily looking for interesting knowledge, e.g. knowledge which
extends the scope or precision of a theory. Their financial supporters are first of
all attracted by the possibility of useful knowledge, e.g. knowledge which is ben-
eficial for society or commercially attractive. Therefore, scientists usually try to
convince potential financial supporters of the usefulness of what they find interest-
ing.

This fundamental dilemma governs the relationship between empirical science,
which is concerned with explaining data, and applied science, which is concerned
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with the solution of practical problems. The track record of past successes in pro-
ducing useful knowledge determines to a large extent how directly the immediate
applicability of the envisaged results influences the research agenda of a particular
science. Physics has in the course of the centuries established a solid reputation
that its results are useful in the long run, even if no immediate application is in
sight. Computational Linguistics (CL) is in a more difficult position, not only
because of its shorter history, but also because it has repeatedly disappointed the
expectations of its financial supporters.

The early history of Machine Translation (MT) offers a number of clear exam-
ples. The upsurge of MT in the USA in the 1950s enabled research teams to get a
rather large amount of money, but when the ALPAC (1966) report concluded that
the promised results were not forthcoming, financial resources were withdrawn.
In the 1970s and 1980s, the availability of linguistic theories of a new kind con-
stituted a new promise. However, the TAUM group in Montral only managed to
secure funding for its celebrated Mto project by making a compromise in which
much of the linguistic knowledge was sacrificed to a useful application. When the
subsequent Aviation project, in which more of the linguistic knowledge could be
applied, did not produce results fast enough, funding stopped (cf. Isabelle 1987).

For the 1970s and 1980s it is not too much to claim that the overall goal of CL
was perceived by people working in the field as the modelling of human language
on a computer. This is the picture arising from conferences such as Coling (1984)
and textbooks such as Grishman (1986) and Pereira & Shieber (1987). Thus, at
Coling, Shieber (1984:362) remarked that ”The goal of natural-language process-
ing research can be stated quite simply: to endow computers with human language
capacity.”, and, in the introduction to his widely used textbook, Grishman (1986:4)
states that ”Computational linguistics is the study of computer systems for under-
standing and generating natural language.” Characteristic of the general approach
of this period is Kay’s (1973) Mind system. This system consists of a number
of modules for different aspects of language, which can be connected in differ-
ent ways so as to perform different tasks. Pereira & Shieber (1987) take as their
point of departure the task of ”natural language analysis”, which can indeed be
considered the central task of CL in this approach.

Scientific work can be analysed in general as solving problems. The scope of
the work is then determined by the type of problem chosen, the type of knowledge
used for the solution, and the type of solution aimed at. In CL as it functioned in
the 1970s and 1980s, these parameters were set as in (3):

(3) a. Problem: Understanding human language processing
b. Knowledge: Contemporary linguistic theories
c. Solution: A running program on a computer

MT had a relatively important position in CL in this period. There are at least
two reasons for this. First, whereas it is difficult to check how much a computer
has understood after processing a sentence, it is much easier to check whether a
particular task can be carried out. Translation is a task which uses a large part of
the input and results in a representation which is open to easy human inspection.
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Second, translation is a task which can easily be explained to potential financial
supporters and which has economic value.

This position of MT within CL explains why translation theory as it had de-
veloped in the 1960s and 1970s was largely ignored in MT. The main focus of
interest was not translation as such. Rather translation was used as an excuse for
syntactic and semantic research. Thus, Lehrberger and Bourbeau (1988:1) claim
that ”The obstacles to translating by means of the computer are mainly linguistic.”
Translation was modelled (in most cases implicitly) as a fairly simple meaning
equivalence.

By the end of the 1980s, this type of MT research had entered a crisis. A sign
of this crisis is the fact that financial support for a number of projects ran out.
Around 1990 all three of the major MT projects represented in the Netherlands -
Eurotra, Rosetta, and DLT - were phased out.

3 Four MT Systems

In order to illustrate how the general trend in MT is reflected in individual systems,
let us consider some relevant aspects of four systems in more detail. Eurotra,
Rosetta, the statistical system developed at IBM, and Verbmobil represent different
attitudes to the crisis in MT as it arose at the end of the 1980s.

Eurotra had its roots in the late 1970s. By the time the signs of a crisis were
apparent, the project had entered its final phase. Major design decisions had been
taken and also much of the linguistic theory had been established and ’frozen’
so as not to hamper development by undermining this basis. At the time of its
inception, Eurotra had been innovative in being a large-scale, truly multilingual
transfer system. The scale of the organization contributed to a certain inertia in
view of the emerging crisis. In fact, the organization was designed to optimize the
coordination of results of interesting linguistic research rather than foundational
issues of translation. Even so, the project leadership felt obliged to mention the
problem of the choice of a translation theory in an overview of the project, as in
(4):

(4) ”Any machine translation system, be it a research prototype or an
operational system, builds upon some notion of theory of translation,
implicitly or explicitly. [. . . ] Unfortunately, we have found no the-
ory of human translation which could be taken over and formalized.”
[Maegaard & Perschke (1991:75)]

While at the start of the project the question of what constitutes a translation
had been taken for granted, (4) shows that towards the end of the project the lack
of an answer had come to be felt as a drawback.

As Kuhn (1970) states, within established circles in a science there is a large
resistance to fundamental changes. As long as the need for changes is not strongly
imposed by a crisis, scientists will go on with business as usual.

Rosetta existed at around the same time as Eurotra, but it was much smaller.
In addition, the director of the project, Jan Landsbergen, put a particular emphasis
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on formal correctness from the beginning. Rosetta (1994) describes and motivates
decisions in the design and theoretical development of the system systematically
and in detail. As discussed more extensively in ten Hacken (to appear), the ma-
jor design decisions such as the choice of an interlingua model and the tuning of
grammars of different languages to each other were the subject of controversial
discussion in the field of MT, but the explicit model of the translation problem
was not. Rosetta assumes sentences as the input to the translation process, sets
of possible translations as output, and compositional translation as the relation be-
tween an element of the input and an element of the output. In Rosetta a formal
model of natural languages and their semantic correspondence is constructed. For
the evaluation of such a model, internal and external criteria can be used. Internal
evaluation criteria justified by the approach in Rosetta concern the formal con-
sistency of the models of the individual languages and the formal correctness of
the mapping between them. External evaluation criteria concentrate on the corre-
spondence between the model and the actual language or the actual input to the
system.

The translation theory of Rosetta is characteristic of the approach adopted more
or less generally in the 1970s and 1980s. The most remarkable feature was its
explicitness. Although other MT systems did not necessarily accept every detail
of it, it was not attacked in its outline and no alternative statement was proposed.
Proposals for comparative system evaluation such as Melby (1988) are based on
the same presuppositions about the correct (external) evaluation criteria.

In terms of Kuhn (1970) the lack of discussion is less remarkable than the
fact that such an explicit, detailed statement of the underlying assumptions of an
MT system was made at all. It can well be interpreted as a sign of a crisis. As
Kuhn describes it, a crisis brings about an atmosphere where we find on the one
hand a group of people exploring new avenues, on the other hand a group which
defends the traditional approach, for example by explicitly stating its foundational
principles. Rosetta (1994) definitely belongs to the latter group.

An example of the former reaction to the crisis is found in the statistical MT
system developed at IBM. Deliberately provocative in their presentation, Brown et
al. (1988) at first outlined the possibility of doing MT without linguistic analysis.
In later presentations, they suggest a type of collaboration with more traditional
approaches (cf. below). Despite its resolutely innovative choice of a source of
knowledge, the IBM system is rather traditional in other respects. In particular,
translation is still considered as a matter of producing a target language sentence
corresponding to the source language sentence in the input. This correspondence
is still understood in terms of equivalence of meaning. The central evaluation
criterion proposed is the percentage of correctly translated sentences, i.e. sentences
which have the desired meaning. Only the calculation of the correspondence is
meaning-independent, in accordance with Shannon’s (1948) information theory.
The external evaluation criteria for Rosetta can be used successfully for the IBM
system as well, resulting in a measure of correctness of the output which can be
compared by the same standards.

Verbmobil offers us an example of yet another type of reaction to the crisis.
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In their study, which sketches the goals of the prototype to be pursued, Kay et al.
(1994) devote a rather long section (one eighth of the entire text) to the argument
that the fact that language is situated makes translation difficult. To professional
translators this point is obvious. The reason why it has to be argued in so much de-
tail is that it contradicts one of the central assumptions of what MT is as commonly
understood among people working in this field at the time. In their overview of
MT systems, the main criticism of Rosetta focuses on their use of possible trans-
lations, stating that ”this whole line of argument carries to an extreme that fallacy
of thinking of translation as a function from a source to a target text.” (Kay et al.
1994:85). By contrast, they propose that the intention of a message rather than the
meaning of a sentence should be rendered in translation.

Instead of the traditional transfer, interlingua, or even direct architectures for
MT, which all assume a unidirectional mapping from source to target language,
Kay et al. (1994:93) propose a negotiation model. Such a model, should offer
the possibility to compare different analyses and different target language render-
ings before deciding on the best one in the given context. Moreover, they propose
to exploit the situational context of a dialogue system. The fact that language is
situated, so that the intention underlying a message cannot be fully retrieved with-
out considering the situational context, complicates the analysis from a traditional
point of view, but it can also be used as a strategy to support the solution of a
real-life problem. Human communicative behaviour in a regular dialogue among
people is marked by questions for clarification and confirmations of conclusions,
communicative mechanisms which can also be used by an MT system to solve
ambiguities and confirm analyses.

In his introduction to the volume presenting the results of the project, Wahlster
(2000) represents the multi-engine architecture as the principal innovation reflect-
ing this proposed new approach to translation. The negotiation model is reflected
in packed representations of ambiguities at all stages, which can be unpacked when
the negotiation process requires it. Perhaps the change in understanding of what
constitutes successful translation is even more fundamental as an innovation. Once
accepted, however, it is hardly spectacular enough to present it as such.

4 The Nature of the Revolution in Computational Linguistics

Let us now return to the question of what the revolution in CL in the 1990s amounts
to. As a starting point, let us consider how the four MT systems whose general ap-
proach is described in section 3 relate to the description of pre-revolutionary CL in
section 2, and in particular to the parameters in (3), repeated here for convenience.

(3) a. Problem: Understanding human language processing
b. Knowledge: Contemporary linguistic theories
c. Solution: A running program on a computer

The problem of MT in the sense in which it is taken by Eurotra and Rosetta
can be seen as an instantiation of the problem of understanding human language
processing. These systems select the knowledge to be used from among linguistic
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theories, supplemented by contrastive studies for the translation part. Insofar as
these theories say anything about processing, they are concerned with human pro-
cessing. The goal of producing a running program on a computer has to be stated
explicitly in order to distinguish research in Eurotra and Rosetta from purely the-
oretical linguistic research.

The emergence of probabilistic approaches in CL is often felt as a revolution.
In MT this development is instantiated by the IBM system of Brown et al. (1988,
1990, 1993). In terms of the parameters in (3) the central difference from Eurotra
and Rosetta is the type of knowledge used. Although the statistical modelling of
natural language can be seen as a linguistic theory in the broadest sense, it does
not reflect the theories which are the subject of debate in linguistics. In particular,
it is not intended as a valid model for human language processing. Therefore, in
at least one sense, the selection of knowledge in probabilistic approaches implies
a change in the problem of CL as well.

In a narrower sense, however, the problem remains the same: the same external
evaluation criteria can be applied to Eurotra, Rosetta, and the IBM system. In
fact, the percentage of correctly translated sentences is used as a basis for the
claims about the performance of statistical MT by Brown et al. (1990:83f.) in the
same way as it had long been done for conventional systems based on linguistic
theories. The acceptance of these figures by both sides indicates that there is a
level of problem statement on which they agree. The main difference is that in the
probabilistic approach the problem of matching corresponding sentences from two
languages is taken in a literal sense, rather than as an instantiation of the problem
of understanding and modelling human language processing.

Another indication showing whether a revolution separates two approaches is
the way they behave towards each other. Clearly, ideologically oriented antago-
nism is not sufficient as a proof of a revolution. We also find it in French politics
around 1981, although we established in section 1 that Mitterand’s election as pres-
ident was not a revolution. The same goes for the general spirit of optimism. A
further sign might be taken from the type of collaboration between people work-
ing in the two frameworks. Here some care is needed to interpret the observations
correctly.

Even in generally accepted cases of scientific revolutions the new approach
will try to take over results from the old one. The large extent to which this took
place in the Copernican Revolution is described in detail by Kuhn (1957). Thus
Copernicus continued to use epicycles developed by Ptolemy, and Kepler based his
hypothesis of elliptical orbits around the sun on Tycho Brahe’s observations within
a geocentric framework. In a linguistic context, Chomsky took over a significant
part of the analyses and rule types used in the Post-Bloomfieldian framework, de-
spite the separation by the Chomskyan revolution illustrated by (1) and (2). A more
extensive justification of the analysis of the emergence of Chomskyan linguistics
as a revolution is given in ten Hacken (1997, 2000). Laudan (1977) explains in
more detail why new frameworks after a revolution can and even must take over
certain insights from the preceding ones.
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Against this background, the fact that Brown et al. (1993:294f.) explain the
need to include morphological knowledge in a probabilistic system and Brown
et al. (1990:84) even suggest including syntactic trees does not provide decisive
evidence against the analysis of the emergence of probabilistic approaches as a rev-
olution. More pertinent indications are the analysis of this emergence in Gazdar
(1996), who observes a ”merger” of the two frameworks, and the work exemplified
by Klavans & Resnik (1996), which illustrates this merger. The central difference
can be described as follows. When a new framework after a revolution takes over
knowledge from the old one, the new framework is dominant and what is taken
over is a mixture of data, formal mechanisms, and low-level analyses, which are
generally reinterpreted quite drastically. In the case of linguistic and probabilistic
approaches exemplified by Eurotra, Rosetta, and the IBM system, there is enough
agreement on the basic question to be answered that a competition of approaches
can take place in the components of a common framework. The typical kind of col-
laboration is that for components such as morphological analysis, syntactic analy-
sis, semantic analysis, and translational disambiguation probabilistic and linguistic
approaches compete in order to produce an overall system which is better than one
which is entirely probabilistic or entirely linguistic in its choice of knowledge.

In conclusion, the emergence of probabilistic approaches in CL, exemplified
by the IBM system for statistical MT, does not constitute a revolution, but only a
radical change in the choice of knowledge.

Finally let us turn to Verbmobil. As noted in section 3 above, a strong attack at
the foundations of traditional MT is at the root of this project. As opposed to the
IBM project, the focus of the attack is not primarily the type of knowledge used
but the very problem as it is modelled. Thus, Verbmobil’s alternative to (3b) is
not dramatically different, but (3a) is. Instead of language processing in isolation,
it is a particular problem with its practical context which is the starting point. As
a result, (3c) is also changed quite radically. It is no longer sufficient to have a
running program as a proof that the proposed model of language processing is
possible. Instead, only a fully usable, practical solution is an acceptable outcome.

The contrast in the position of the practical application stands out most clearly
in comparison with the treatment by Rosetta (1994). Rosetta suggests that given
the core solution of the translation problem in the project, consisting of a set of
possible translations for each input sentence, the context-dependent choice of the
best translation might be supported by an interactive interface or approximated by
whatever technique turns out best. For Verbmobil there cannot be a separation
between core solution and practical application, because the practical application
motivates not only the enterprise as such but also the structure of the solution.

As a result of the radical break with the traditional choices in (3a) and (3c), it
is no longer possible to use the same evaluation criteria for a fair comparison of
Verbmobil and any of the other systems discussed. An evaluation of Verbmobil
on the basis of the percentage of correctly translated sentences would be entirely
beside the point. For the evaluation of systems such as Eurotra and Rosetta in a
practical context, Krauwer (1993) uses the metaphor of a gearbox. It is not pos-
sible to evaluate gearboxes without building cars around them. In this metaphor,
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Verbmobil is intended as a car.
We can therefore conclude that the revolution in CL is instantiated in MT by

the emergence of systems such as Verbmobil. What remains to be explained is
the fact that, in the perception of many people working in MT, the revolution is
rather associated with the emergence of probabilistic methods. The reason for this
is that the emergence of probabilistic methods changed the tasks of these people
and the tools for performing them quite radically. However, the term revolution is
used here for an epistemological change, not a practical change. While we can say
informally that the invention of the telescope revolutionized astronomy, its role in
the Copernican revolution as an epistemological process is minor. It only served
to confirm certain predictions, when the actual change of mind had already taken
place (cf. Kuhn 1957). Similarly, while the emergence of probabilistic techniques
revolutionized work in MT only in an informal sense, the revolution as an episte-
mological process is associated with the reorientation from a principled solution to
the abstract problem of translation to the practical solution of a practical problem
involving translation.

5 Computational Linguistics after the Revolution

After this analysis of the repercussions of the revolution in CL in the subfield of
MT, we are now in a position to broaden our scope and consider which general
change in CL the revolution in MT reflects. On the basis of our observations in
the field of MT, we can hypothesize the following set of assumptions for the new
orientation of CL corresponding to (3).

(5) a. Problem: A practical problem occurring in real life
b. Knowledge: Whatever turns out to be helpful in a solution
c. Solution: A system or program in practical use

The most striking difference between (3) and (5) is the relative importance of
the choice of knowledge. In the older type of CL, based on (3), ideological oppo-
sitions were most often associated with the preference for one theory or another.
In the new type of CL, based on (5), there is hardly any room for ideological op-
positions on this basis, because what counts is the practical use of the solution.

At the same time, in connection with this reduced importance of the choice
of knowledge, we find a change in the status of practical applications. In the
older type of CL, a suggestion of how the program might be used in practice was
considered enough in most cases. If the question was addressed in more depth,
this was typically because financial support required it. In the new type of CL, the
practical use of the product is part of the conception of the problem from the start.

As noted in section 1, a scientific revolution is always associated with progress
in the field, but certain possibilities are also lost compared to the older framework.
If progress is measured in terms of the amount of money invested and the number
of people working in the field, the 1990s certainly featured substantial progress
in CL. While ten Hacken (to appear) observes a relative decrease in the number
of papers on MT at Coling conferences from 1988 to 1998, this is largely (and
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perhaps entirely) due to the diversification of the field, in which a greater variety
of problems are taken on than ever before. The 1990s also saw the emergence of
specialized conferences on a scale never seen before. Finally, the practical use of
solutions produced by CL has increased. This is not surprising if the formulation of
problems is guided not by the theoretical knowledge to be applied but directly by
the observation of the problem in real life. What is lost in this development is the
close connection between computational and theoretical approaches to language.
The determinism which depends on the validity of formal correctness as a goal is
lost.

In conclusion, the revolution in CL in the 1990s consisted in the reorientation of
the field from knowledge to problems. Before the revolution, CL was performing
theoretical linguistics by slightly different means. If practical applications played
a role at all, as in Météo, it was a compromise imposed by financial constraints.
Since the revolution, researchers in CL have discovered how interesting practical
problems are. Taking into account what works in practice needs no longer to be
imposed after the fact, but guides the research from the start. Many of the tasks
concerning details have remained the same, but the overall design of CL projects
has changed.

It is interesting to compare this development to what happened in electrical
engineering. The Leyden jar, invented by Pieter van Musschenbroek in 1746, was
a device which can be said to work in the sense that it is not merely theoretical.
Its only use at the time, however, was in classroom demonstrations showing that
there is such a thing as electricity. By contrast, when Thomas Edison invented
the carbon-filament lamp in 1879, it was the conclusion of a search for a solution
to the problem of producing electric light. This problem had occupied a host of
researchers for fifty years or so. CL before the revolution can be compared to
electrical engineering in the 18th century. It produced working systems which like
the Leyden jar did not have an immediate practical function but could be used to
demonstrate certain theoretical notions. In MT, the emphasis was on linguistic
theory rather than on the practical problem of translation. Since the revolution, CL
has become more like electrical engineering in the 19th century. It is no longer
sufficient that a system works, it must also be usable in practice. Therefore, the
starting point of CL research has shifted from applying linguistic theory to solving
practical problems. Arguably, only since the revolution has CL really become an
applied science.
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