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Abstract

This paper sketches an approach to pronoun reference tiesoln context based on a
dynamic incremental semantics for NL in polymorphic typedty. Our set-up provides full
incrementality of processing, and can handle salience emtbpn resolution in context. An
implementation of the system in Haskell, in ‘literate pragmming’ style, exists. The full
literate source code can be found at http://www.cwi.nl/fpa@ers/02/rric.

1 Salience

An important aspect of natural language text understangirige resolution of
anaphoric links: finding out what the pronouns that occurhie text refer to.
Anaphoric reference resolution is incremental in the sehag in general, the
information that is needed to determine the reference obagan in a text can be
determined ‘on the go’, on the basis of:

e Syntactic properties of the sentence that contains theopion

¢ Information conveyed in the previous discourse (includimgintroduction
of salient referents, with salience determined in part bytay).

e Background information shared by speaker and hearer in taof @ommu-
nication (the common ground of speaker and hearer).

Surface syntactic form is an important determinant foresade. It is usually as-
sumed, e.g., that subject is more salient than objeclolhm hit Bill. He was upset.
the first choice for resolving the pronotieis John becausdohnis the subject of
the preceding sentence. Bill got kicked by John. He was upséte first choice
for resolvingHe is Bill, becaus@ill is the subject of the preceding sentence. In
both casesJohnandBill are the two obvious candidates for resolving the refer-
ence of the pronouHe, because botiohnandBill have been made salient by the
preceding text.

There are many ways to increase one’s understanding atfentmee resolu-
tion in context. One method, the method to be used in thismpépt focus on
the simplest possible set-up, and to construct a formalpgabdf what is needed
for the process of reference resolution. Just as in logicaamestudy reasoning
by constructing and analyzing reasoning systems, so wetudyg seference reso-
lution by constructing and analyzing systems for refereneselution. The set-up
we focus on is a simplification in many ways, but this shoulccbesidered as a
virtue rather than a defect. A respectable way to proceelddridrmal sciences is
to first form a clear picture of an idealized reality, and thgadually proceed to
take more factors into account.
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We will explore the following idea. Discourse processin@imatter of con-
struction of a context, where a context is simply a list oftézd introduced in the
(idealized) act of processing the preceeding discourse ofthering of the context
list determines the salience of the discourse objects. Aslifcourse continues,
new salient objects can get introduced, old objects camdgsiome salient, and
objects can drift out of focus. The mechanism we proposedatext updating is
elimination of possibilities plus salience updating of eening contexts. Contexts
that were compatible with the information conveyed up untiv may drop out
as no longer possible in the light of the new information. téats still compati-
ble with the new information may get extended, and the sedi@ndering of their
elements may get adjusted.

The structure of the rest of this paper is as follows. In the beo sections, we
introduce contexts and context manipulation by examplenT e introduce in-
formation states, and sketch the basic set-up of meaningseptation in context
semantics. Some technical issues concerning the propibtging a test and the
associativity of composition are dealt with. Next we useypwrphic type theory
to arrive at a Montague style version of context semantiazally, we sketch the
reference resolution engine, discuss some examples, anchent on the limita-
tions of our framework.

2 Contexts

The contexts we consider are finite lists of objects mentloinediscourse. A
context may consist of princess Maxima and prime ministem\iGok, in that

order.

Context extension is the process of adding items to the xbiigg e.g., by adding
prince Willem Alexander to the context consisting of prise@&laxima and prime
minister Kok.

‘ W-Alex | Maxima| Kok ‘

Salience update in context is a reshuffle of the order of itgmme of the items in
a context list. Salience update of the example context m&emancess Maxima
the most salient item.

‘ Maxima| Kok | W-Alex‘

To allow reshuffling of a context with princess Maxima in it,such a way that
we do not loose track of her, we represent contexts as listgleked objects, with
the indices running fror to the length of the context minus

‘ Maiima| K:)k | W-;Iex‘

Reshuffle this to make Willem Alexander most salient:
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2 0 1
‘ W-Alex | Maxima| Kok ‘

Note that the indice8, ..., n — 1 determine a permutation of the context list.
Call these lists of indexed objects contexts under pernautat

3 Context Manipulation

In a context, the entity with index is given byc[xi]. E.qg.,

(‘ W-,ilex | Maiima| Ki)k‘) [*0] = Maxima

If ¢ is a context under permutation, Ie)c be the result of placing the item
(i, c[*i]) upfront. E.g.,

2 0 1 1 2 0
(1) Q W-Alex | Maxima| Kok D = ‘ Kok | W-Alex | Maxima‘

2 0 1 0 2 1
(0) (‘ W-Alex | Maxima| Kok D :‘ Maximal W-Alex | Kok‘

Thus,(i)c is the result of moving the item with indéxo the head position of the
context list. It is not hard to see that successive appticatpf this operation can
generate all permutations of a context. A permutation ofigefirst can always be
decomposed into a finite number of successive swaps in the lis

If d is an object ana a context, ther : c is the result of putting itenf|c|, d)
at the head position of the context list. Heegrefers to the size of the context.
Thus,

2 0 1 3 1 2 0
Beatrix: (‘ W-Alex | Maxima| Kok ‘) = ‘ Beatrixl Kok | W—Alexl Maxima‘

The operation:) is used for adding a new element to the context, in most galien
position.

Finally, we need a way of cutting context down do siZ¢] ¢ specifies the
result of removing all items with an index i from the context. E.g.,

3 1 2 0 1 0
[2] <‘ Beatrixl Kok|W—AIex | MaximaD :‘ Kokl Maxima‘
Note that[7] ¢ produces a context of length

4 Information States

Let an indexed context be a pair consisting of a world indek@agontext. Let an
information state be a set of indexed contexts, all of theeskemgth, all under the
same permutation.
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12 2 0 3 1
wo Beatrix Kok Claus Claus
Wy Maxima | | W-Alex Kok Bernhard
wy Beatrix Kok Bernhard Claus
w; Emily W-Alex Kok Claus

Lift the operation[:] to information state$' by means of

[18:={[i]c|ce s

This gives:
4 2 0 3 1
wo Beatrix Kok Claus Claus
2] wo Maxima | | W-Alex Kok Bernhard
ny Beatrix Kok Bernhard Claus
wy Emily W-Alex Kok Claus
4 0 1
wo Kok Claus
B wo W-Alex Bernhard
- w1 Kok Claus
wy W-Alex Claus
5 Meaning Representation in Context Semantics

Incremental semantics for natural language (Eijck 200baised on two ideas:
¢ replacement of destructive assignment by context extansio

e use of polymorphic type theory to deal with contexts of agit lengths in
a uniform way.

The basic (untyped) system of incremental dynamics can &eged as the one-
variable version of the sequence semantics for dynamidggatsdogic proposed in
(Vermeulen 1993). The definition below extends the systemgin (Eijck 2001)
with a mechanism for salience ordering.

In standard dynamic semantics, a test on a context or siatedeghe context
or state unaffected when it succeeds. We now have to modsgytaehallow for
salience reshuffles. For that, we need to define positive agdtive relational
meaning of the basic context logic.
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In possible world semantics, information growth is modely elimination of
possibilities. Ignorance concerning a fads shows up by the presence of worlds
wherep is true and worlds whergis false in an information state. Learning that
is false boils down to elimination of the worlds wheris true from the information
state. We will let contexts be world-dependent by providiwgry context with a
world indexc,,. We will assume that all worlds share the same doniain

Assumei, j to be indices withi, j < |c[. Assumec,, = M. Thenc = Pi,
¢ = Pi, c = Pij andc 5 Pij are given by:

e PM,
¢ pM,

cEPi & cfx
cqPi & c[x
clEPij & (c[xi],c[xj]) € P,
c= Pij < (c[xi],c[+j]) ¢ PM.

]
]

Using this, we can define positive and negative updates daégtm as follows:

[B"(c) = {d:c|de D}
Bl () == 0 |
[Pi]*(c) = d{ e} ;;g:g

ri-@ = { {0 FeAt
il = { §OVF e
o = {30 R
ol (@) = o] ()
ol (@) = [lel] [417 ()
[l @ = () | ¢ €[] )
0if 3¢ € [¢] (¢) with [4]*(') # 0

{ [6]-(©)if [6]*(c) =0

(el U{I01 () | ¢ € [6]* ()} othervise.

The most puzzling part of this definition is perhaps the dadfias [¢; ']~ (c).
Note that there are the following cases:

e In case[g; ] " (c) # 0, itis clear thaff¢] ™ (c) should yieldd. This is the
first case.

[9; 9] (c)

e In cas€[g; ] T (c) = 0, this can be for two reasons:

— [¢]* (¢) = 0. In this case, the items if®] ~(c) are the witnesses. This
is the second case.
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— [#] " (¢) # 0. Now it must be the case that every memtieaf [¢] " (c)
makesy fail. In this case the members of

MUKl (@) | ¢ € [8]" ()
are the witnesses. This is the third case.

Some examples may make this still clearer. Take the exafmpRe, with
initial empty context, wherec,, = M. Suppose there are objects with property
P in the modelM. Sinced always succeeds, and there ig @uch thatd : ¢
satisfiesP0, we are in the first case, aijd; P0]~(c) = 0. Suppose’ is an empty
context, but with’,, = N, and suppose there a no objects with propéttyn N.
Sinced always succeeds, and there aredmuch that! : ¢ satisfiesP0, we are in
the third case, anfd; P0] (¢) ={d: ¢ | d : ¢ o P0}.

Next, take the exampl#0; ~(3Q5; R(0,5)). Let ¢ be a context of sizé
with ¢,, = M and¢[«0] = d, and M a model withPz true ofd andvy(Qy =
Rzy) true ofd. Then[3; PO]*(c) is non-empty, but for any’ € [P0]*(c) we
will have [-(3; @5; R(0,5))] " (<) = [3Q5; R(0,5)](¢) = 0. So in this case
[PO; =(3Q5; R(0,5))](c) will contain (0)c, the result of making the object with
index0 salient.

Here is an example to further illustrate the definitiong-¢f and[-]~. Sup-
pose we have a context with a reference to Mary, say, an(fem) in a context
of size5. Let us assume the context, with its salience ordering,ddike this
(suppressing the world coordinate):

[(4,b),(2,2), (1,c¢), (3, m), (0,d)]

ThenNo woman loves Marwill have translation-(3; W5; L5 3) in this context.
Suppose we are interpreting this translation in a model e/tiez sentence is true.
Then3; W5; L5 3 should turn out false. For that, every update of the contétkt w
an item(5, w), wherew is some woman in the model should rendér3 false. The
processing of this falsity check will have as a result thatdbntext gets reshuffled
to

[(5,w). (3.m), (4,b), (2.4), (1,c), (0,d)]

Finally, when this is cut down to the original sizef the input context, we get:
[51 [(5, w), (3,m), (4,b), (2,a), (1, ¢), (0,d)]
=[(3,m), (4,b),(2,a),(1,c), (0,d)].

Theresultis a salience update of the input context, {étim) moved to the salient
position.

The semantics given above can be rephrased as a functiorstades to states,
as follows:

[6I7 () = (JeI* ()| c e s}
[0]™(S) Ul (e) | e € 53
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By induction on the structure af it can be checked that if is a state (set of
world-indexed contexts, all of the same length and undestimee permutation),
then both[¢]*(S) and[¢] ~(S) are states as well.

States can also be used as representations of the commargrispeaker and
hearer in a discourse, the background information sharespbgker and hearer.

6 Tests modulo permutation

The notion of a test on context now gets refined, as followst d.e ¢ &
cis a permutation of’. Then a test-new-style on input contexis a formula¢
with the property that the following holds:

If ¢ € [¢]"(c) U¢] (c) thenc ~ .

The following theorem asserts that negations and predicatire tests-new-style.
The proof is immediate from the definitions.

Theorem 1 For all ¢ in the language, for all contexts
e if ¢ € [Pi]T(c) thenc ~ ¢, if ¢ € [Pi] (c) thenc ~ ¢,
o if ¢ € [Pij]*(c) thenc ~ ¢, if ¢ € [Pij]~ (c) thenc ~ ¢,
o if ¢ € [-¢] T (c) thenc ~ ¢, if ¢ € [-¢] (c) thene ~ ¢'.

Note that double negation does change the interpretatigrb a test modulo
permutation, for we have:

[~=¢1* () = [~]~ (¢) = [lelT[4] " (o)-

7 Associativity of sequential composition

The next theorem reassures us that the associativity pyopesequential compo-
sition still holds.

Theorem 2 For all ¢, v, x in the language, for all contexts

[ (45 )17 () = [(#39); X] ™ (e),

and

[o: (V3 )] () = [(#59); x] ™ (e).

Proof. The case of¢; (v; x)]*(c) = [(#;v); x] T (c) is straightforward. The

reasoning folfo; (v; x)]~ (¢) = [(¢;v); x] ~ (¢) is as follows.

First assumedd € [¢] " (¢) with [y;x]T(¢/) # 0. This is equivalent to
3¢ € [¢; 9] T () with [x]T () # 0. Therefore, in this caspp; (; x)]~(¢) =
[(¢34); X1 (c) = 0.

Next assumeg¢]t(c) = (0. Then by the definition of -]~ we have that
[6; (W01~ (¢) = [¢]™(c). From[¢]*(c) = 0 we have thaffé; ¢]"(c) =
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0. Therefore[(¢;v);
get that[¢; ]~ =

[(¢;4); X1 () = [8] (¢
Finally assume [[ ]] ) # 0, and for all ¢ € [¢]"(c) it holds that

(c
[¥:xI*(c") = 0. Two cases: (i)g;¢](c) = 0 or (i) [¢;¢]"(c) # 0. In

case (i),

x]7 () = [#¢] (c). Again by [¢]*(c) = 0 we
[¢]~ (¢). Therefore, in this casefp; (v;x)] (¢) =
)-

[6: (001" = Tl UtIesxd™ () | ¢ € [8]* ()}
= Ml U1 () |ceu¢11 (o)}
[63 ] (0)
= @) ().

In case (ii), we get:

[¢: (w01 (¢) = TlelTUHIvixd~(¢) | ¢ € [6]*(e)}
= MU (@) | " e JIWIT (<) | ¢ € [6]*(e)}}
= MU () | ¢ € [$:9] (e)}

= [(&9)ix]™ (o)

This completes the proof. O

8 Lift to Polymorphic Type Theory

Typed logic is the standard means of describing fragmemaifral language with
a compositional semantics, in the style of Montague. In tiesgnt case, we need
polymorphically typed logic (see, e.g., (Hindley 1997, Mit 1978)).

We make use of the polymorphism to give a uniform treatmeriooftexts as
lists: lists of entities of different lengths have diffetéypes, but they are all in the
same clasg]. Lists of entities under a permutation are all in the samesgig|
(permuted lists).

In (Eijck 2001), the translation & manlooked like this:

AQcc’ - Jx(man(z) A Qi(c’z)c") wherei = |c|.

The type of() is the appropriate type for verb phrased in context semgynitie.,
« — Trans whereTransis the type of context transitions, i.¢e] — [e] — ¢. The
new element: gets concatenated to the input context, with resuit Sincec has
lengthi, the item at positionin ¢z is the object: (this depends on the fact that we
use0 as the first index). Thug,points to the object introduced by the indefinite,
ands will continue to point tor in every extension of'z. In other words; plays
the role of the index into the context that got incrementethiayintroduction of a
referent for the indefinite.

Note that; is of the right type for an index into contextz. Generally, an index
for a contextc is a natural number in the rande, .. ., |c| — 1}. If 7 is an index
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for ¢ thenc[i] points to an entity. Type polymorphism can be used to enseréitt
between indices and contexts.

In the new set-up this gets refined with salience update. Eheitemz now
effects a salience reshuffle, and we get:

AQcc’ - Jx(man(z) A Qi(x : ¢)c’) wherei = |c|.

The types of the contexts is ngye], and the type of) is modified accordingly (it
is still : — Trans but nowTransis shorthand fople] — ple] — t). The referent
for the indefinite that gets introduced appears in mostisapesition in the new
context. Note thatx : ¢)[+i] points to the newly introduced referentand in any
¢’ that is an extension or permutation(af : ¢), ¢'[i] will continue to point tac.

It may seem that the integration of salience reshuffling inadgic semantics
precludes an account of the role of surface syntax in estahlj salience. This im-
pression is mistaken, for the context semantics is flexibtaugh to take syntactic
effects on salience ordering into account.

Lambda abstraction allows us to make flexible use of the rsadieipdating
mechanism we presented in Section 5. In systems of typed,lpgédicate ar-
gument structure is a feature of the ‘surface syntax’ of ttgid. Consider the
difference between the following formulas:

(Azy.Kzy)(b)(5) (K1)
(Azy.Kyz)(5)(b) (K2)
(M. Kbz)(5) (K3)

All of these reduce td<bj, but the predicate argument structure is different. Thus,
surface predicate argument structure of lambda expressi&mbe used to encode
the relevant salience features of surface syntax, and wegetathe right salience
effects from the surface word order of examples like theofwihg:

1 Bill kicked John.
2 John got kicked by Bill.
3 John, Bill kicked.

To get the desired salience effect, one as to make sure thaetitence gets trans-
lated ionto a lambda expression with the appropriate pegdiargument structure.
This lambda expression can then be used for the saliencéaupidthe appropriate
contexts.

In the dynamic semantics, sentences are interpreted agrstasformers, noun
phrases as functions from discourse predicates (type Trang to state trans-
formers (typelrang, and so on. The interpretation of proper names and pronouns
involves resolution in context.

For the interpretation of common nouns, intransitive venha transitive verbs,
we use ‘discourse blow up’: the types are lifted frem- ¢t ande — ¢ — ¢ to
v — Transand. — + — Trans
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Interpretation of determiners uses the dynamic semantig¢s-oand sequential
composition in a style that is very much like dynamic Montaguammar.

Interpretation of VPs consisting of a TV with a reflexive poom uses a
relation reducerself that transforms a two-placed predicate of discourse type
t — + — Transto a one-placed predicate (discourse type Trang.

In the interpretation rule fok,TV NP] (with NP not a reflexive pronoun) we

impose a non-coreference constraint. This is necessargttthg right results
for examples likehe respected himHere the well-known constraint should be
imposed thahe andhim do not co-refer (see, e.g., (Reinhart 1983)). This con-
straint on coreference can be imposed with the help of aeflexivizer'. The
irreflexivizer maps a two-placed predicate in context seinanwith the appro-
priate type. — ¢ — Trans(a function that takes two indices and forms a state
transformer) to another two-placed predicate that is justit, except for the fact
that the two indices are forced to be different. When impasegrTV NP] where
NP is not a reflexive pronoun, this has the desired effect@tkihg coreference.
In (Reinhart 1983), it is argued that the constraint on eegice is a pragmatic
constraint, and that there are exceptions to this rule. @ptémentation takes this
nicely into account, for the non-coreference constrairitniplemented as a con-
straint on context, not on the underlying reality, where iflation that interprets
the TV need not be irreflexive.

9 Reference Resolution

Reference resolution picks the indices of the entitie$ysatj the appropriate gen-
der constraint from the current state, in order of salienideus, the result of ref-
erence resolution is a list of indices, in an order of prefesedetermined by the
salience ordering of the state. The meaning of a pronouengivstate, is an in-
vitation to pick indices from the state, and use those irgltoelink pronouns to
entities. This can be further refined in a set-up that alsesteyntactic informa-
tion (about gender, case, and so on) as part of the contexts.

Names are resolved by picking the most salient index to theeleentity from
the current state, by looking for an index in a state wherthalkntities at the index
are referents for the name. Naming ambiguity is treated aschdf special case
of pronoun reference resolution. If a name has no index itesdnthe contexts in
the state are extended with an index for the named object.

What this reference resolution mechanism provides is aerorg of resolution
options determined by syntactic structure, semantic 8tracand discourse struc-
ture, nothing more, nothing less. The mechanism has to henigd by modules
that take world knowledge into account. The mechanism cawideed as an
extension of pronoun reference resolution mechanismsgsexgpbfor DRT (Wada
and Asher 1986, Blackburn and Bos 1999). The proposal ak&s thhe so-called
‘actor focus’ from thecentering theoryf local coherence in discourse (Grosz and
Sidner 1986, Grosz, Joshi and Weinstein 1995) into acco@antral claim of
centering theory is that pronouns are used to signal to taesh¢hat the speaker
continues to talk about the same thing. Our approach dematestthat reference
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resolution can be brought within the compass of dynamic séiosin a relatively
straightforward way, and that very simple means are enoagmplement some-
thing useful. Moreover, contexts ordered by salience angitatde datastructure
for further refinement of the reference resolution mecharby means of modules
for discourse focus and world knowledge (Walker, Joshi ariiaceé 1998).

10 Examples

In this section we will comment on some example runs with thelemented
system. Reference resolution is done relative to a conigixtwith the position
at the front of the list considered as salient. Let us stattwaith the context
[(0,]),(1,b),(2,m), (3,a)]. Inthis contexj is the most salient item.
We will assume thgtandb are men whilen anda are women. We also assume

a single background model. Note that this is a simplificatibna more realistic
setting one would assume a set of background models, reypigall the state of
affairs that are compatible with the common knowledge antbagarticipants in
the discourse.

4 He loved some woman.

In a context where referents for the pronoun are availdidesan be resolved to
any referent that satisfies the property. And this is what we @ur example
context contains two women and two men. The referéitsB) and( 0, J) in
the context are referents for men.

Resl nCont ext > eval "He | oves sone woman. "
[[([(1,B),(4A),(0,3),(2,M,(3,A],["Love" 1 4]),
([(1,B),(4M,(0,),(2,M,(3,A],["Love" 1 4])]]

The outermost square brackets are for the list of parses, thisi case there is one
parse. The square brackets in the immediate scope of the peaskets indicate
the list of possible output states per parse. In this casee tire two output states.
In both statefiegets resolved t¢ 1, B) , because, as it happens, the other man in
the initial contextj, does not love any women. In one output ststene woman
gets interpreted a4, A) . In the other output stattome womaugets interpreted
as(4, M . In both output state the subject ends up in most salientipnsand
the object in secondmost salient position.

It may seem unnatural that reference resolution is influéigewhat happens
to be the case in the model. After all, in the most salientiregadf John loved some
woman. He smiledhe pronoun in the second sentence should pick up a referenc
to John even if it happens to be the case that John does not love ary@ttual
fact. Note, however, that this problem is an artefact of oadglling. In the present
implementation, there is just one background model. A meadistic set-up would
have aset of background models, together constituting the commonumggoof
the discourse participants. If the common ground is avkdlals a resource, it
is a reasonable constraint on pronoun resolution that teeodirse participants
consider the resulting reading possible. This constraibtilt into our framework.
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The only reason it does not show up properly here is becaesefiiesentation of
the common ground is still too poor.

5 He hates some thing.

Here we expect that we get all the new contexts wisoeJ with their objects of
hatred are added, again with the subjects more salient tieapltjects. And this is
what we get:

Resl nCont ext > eval "He hates sone thing."

[[([(0,3),(4,B,(1,B),(2M,(3,A],["H 0 4]),
([(0,3),(4F,(1,B),(2,M,(3,A],["H 0 4]),
([(0,3),(409,(1,B),(2,M,(3,A],["H 0 4]),
([(0,3),(4H,(1,B),(2,M,(3,A],["H 0 4]),
([(0,3),(41),(1,B),(2,M,(3,A],["H 0 4]),
([(0,3),(4K,(1,B),(2,M,(3,A],["H 0 4]),
([(0,3),(4L),(1,B),(2,M,(3,A],["H 0 4]),
([(1,B),(4,B,(0,3),(2,M,(3,A],["H 14]),
([(1,B),(4F),(0,3),(2,M,(3,A],["H 14]),
([(1,B),(4,09,(0,3),(2,M,(3,A],["H 1 4]),
([(1,B),(4H,(0,3),(2,M,(3,A],["H 14]),
([(1,B),(41),(0,3),(2,M,(3,A],["H 14]),
([(1,B),(4,K,(0,3),(2,M,(3,A],["H 14]),
([(1,B),(4L),(0,3),(2,M,(3,A],["H 1 4])]

6 Bill smiles. He loves some woman.

Still working with the same initial context, we get:

Resl nContext> eval "Bill smles. He | oves sone wonan."

[([([(1,B),(4A),(0,J),(2,M, (3, A],["Love" 1 4,"S" 1]),
([(1,B),(4M,(0,J),(2,M,(3,A],["Love” 1 4,"S" 1])]]

He gets resolved to Bill, for as it happens, in the model Billlig bnly man in
love. Note that the example still works out with an emptyialitontext. In that
case we get the following outcome:

(0C[(0,B), (1, A],["Love” 0 1,"S" 0]),
([(0,B),(1,M],["Love” 0 1,"S" 0])]]

The referent oBill does not occur in the context, so it gets added.
7 Bill smiles. He hates some thing.
Evaluation in the empty context gives:

Resl nContext> map (\x->intS x True ([],[]1)) (parse nex4)

[([([(0,B), (1, E)],["H 01,"S" Q]),
([(0,B), (L, A, ["H 01,"S" 0]),
([(0,B),(1,Q9],["H 01,"S" Q]),
([(0,B), (1, H],["H 01,"S" 0]),
([(0,B), (1, )], ["H 0 1,"S" 0]),
([(0,B), (1, K],["H 01,"S" 0]),
([(0,B), (1, D], ["H 01,"S" 0])]]



rererence xesoluton Iin context

Since Bill is the only referent available for resolution b&tpronoun, we get Bill
with his objects of hatred as new contexts. In a richer ihd@ntext, we may get
more, of course:

Resl nCont ext > eval nex4

[[([(1,B),(4,6,(0,3),(2,M,(3,A],["H 14,"s 1]),
([(1,B),(4,F),(0,3),(2,M,(3,A],["H 14,"s" 1]),
([(1,B),(4,9,(0,3),(2,M,(3,A],["H 14,"s" 1]),
([(1,B),(4.H.(0,3),(2,M,(3,A],["H 14,"s" 1]),
([(1,B),(4,1),(0,3),(2,M,(3,A],["H 1 4,"s" 1]),
([(1,B),(4,K,(0,3),(2,M,(3,A],["H 14,"S 1]),
([(1,B),(4,L),(0,3),(2,M,(3,A],["H 14,"s 1]),
([(0,3),(4,6,(1,B),(2,M,(3,A],["H 04,"s" 1]),
([(0,9),(4.F),(1,B),(2,M,(3,A],["H 04,"S 1]),
([(0,3),(4,9,(1,B),(2,M,(3,A],["H 0 4,"s" 1]),
([(0,3),(4.H.(1,B),(2,M,(3,A],["H 04,"s" 1]),
([(0,9),(4,1),(1,B),(2,M,(3,A],["H 0 4,"S" 1]),
([(0,3),(4.K.(1,B),(2,M,(3,A],["H 0 4,"s" 1]),
([(0,3),(4,L),(1,B),(2,M,(3,A],["H 0 4,"s" 1])]]

8 The mouse hates the cat. It smiles.

We get thait can both be resolved to the mouse and to the cat, with a prefere
for the first resolution, as subject position is more salient

Resl nCont ext > eval nex5
[(0([(4,1),(5K,(0,3),(1,B),(2,M,(3,A],["S" 4,"H 45]),
([(5,K,(4,1),(0,3),(1,B),(2,M,(3,A],["S" 5 "H 4 5])]]

For examples like (8), (Kameyama 1998) has argued that ther atrder of
resolution is more plausible, for relying on world knowledgartoon knowledge?)
we can tell that a cat-hating mouse in sight of a cat is lesdylito smile than a
cat spotting a contemptuous mouse. But note that even thettanesm is taken
into account by our little reference resolution engine. \ivepdy take our model
of the world as our yardstick for what is likely and what is niot the model under
consideration the moustoessmile, and that is a piece of world knowledge that
makes the reading with resolved to the mouse plausitle.

9 The mouse respects the cat. It hates it.

This time, we only get a reading where the mouse hates th@hatis because it
so happens that in the background model the cat does notieatedusé.

Resl nCont ext > eval nex6
[LCI(4.1),(5K,(0,9),(1,B),(2M, (3, A],["H 4 5"R 4 5])]]

10 He respects him.

1We may presume objetin the model to be Ignatz Mouse.
2The reason for this is th&t in the model happens to be Krazy Kat.
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Here the non-coreference constraint comes into play ar$éathe two pronouns
to get resolved to different men in context.

Resl| nCont ext > eval nex7
[[([(0,3),(1,B),(2,M,(3,A
([(1,B),(0,3),(2,M, (3, A

11 The mouse respects itself. It hates the cat.

l.["R" 0 1])
I.["R 1 0])]]

We get the right outcome, witih resolved to the mouse, and the mouse ending up
in most salient position in the output context:

Resl| nCont ext > eval nex8
[[([(4,1),(5,K,(0,3),(1,B),(2,M,(3,A],["H 4 5"R 4 4])]]

12 Some man respects himself. Some woman loves him.
Here things go slightly wrong:

Resl| nCont ext > eval nex9

[I([(5A),(4,8),(0,3),(1,B),(2,M,(3,A],["Love” 5 4, "R 4 4]),
([(5,A,(0,3),(4,B),(1,B),(2,M,(3,A],["Love" 5 0,"R" 4 4]),
([(5,A),(1,B),(4,B),(0,3),(2,M,(3,A].["Love" 5 1,"R" 4 4]),
([(5,09,(4,B),(0,3),(1,B),(2,M,(3,A],["Love" 5 4,"R" 4 4]),
([(5,0,(0,3),(4,B),(1,B),(2,M,(3,A].["Love" 5 0,"R" 4 4]),
([(5,9,(1,B),(4,B),(0,3),(2,M,(3,A],["Love" 5 1,"R" 4 4]),
([(5.M,(4,.B),(0,J3),(1,B),(2,M,(3,A].["Love" 5 4,"R" 4 4]),
([(5,M,(0,3),(4,B),(1,B),(2,M,(3,A],["Love" 5 0,"R" 4 4]),
([(5,M,(1,B),(4,B),(0,3),(2,M,(3,A].["Love" 5 1,"R" 4 4]),
([(5,A),(0,3),(4,D,(1,B),(2,M,(3,A].["Love" 5 0,"R" 4 4]),
([(5,A,(1,B),(4,D,(0,3),(2,M,(3,A],["Love" 5 1,"R" 4 4]),
([(5,0,(0,3),(4,D),(1,B),(2,M,(3,A].["Love" 5 0,"R" 4 4]),
([(5,9,(1,B),(4,D,(0,3),(2,M,(3,A],["Love" 5 1,"R" 4 4]),
([(5,M,(0,3),(4,D,(1,B),(2,M,(3,A].["Love" 5 0,"R" 4 4]),
([(5,M,(1,B),(4,D,(0,3),(2,M,(3,A],["Love" 5 1,"R" 4 4]),
([(5,A),(4,3),(0,3),(1,B),(2,M,(3,A].["Love" 5 4,"R" 4 4]),
([(5,A),(0,3),(4,3),(1,B),(2,M,(3,A].["Love" 5 0,"R" 4 4]),
([(5,A,(1,B),(4,3),(0,3),(2,M,(3,A],["Love" 5 1,"R" 4 4]),
([(5,0,(4,3),(0,3),(1,B),(2,M,(3,A].["Love" 5 4,"R" 4 4]),
([(5,09,(0,3),(4,3),(1,B),(2,M,(3,A],["Love" 5 0,"R" 4 4]),
([(5,0,(1,B),(4,3),(0,3),(2,M,(3,A].["Love" 5 1,"R" 4 4]),
([(5,M,(4,3),(0,3),(1,B),(2,M,(3,A],["Love" 5 4,"R" 4 4]),
([(5,M,(0,3),(4,3),(1,B),(2,M,(3,A].["Love" 5 0,"R" 4 4]),
([(5,M,(1,B),(4,3),(0,3),(2,M,(3,A],["Love" 5 1,"R" 4 4])]

What we see is that for each man who respects himself we getvéry woman
that the pronoun resolves to its possible referents in tit® order of plausibility,
with the man who respects himsel§ the most salient referent for the pronoun. Of
course, this is not the right overall order of plausibilifine problem is that choice
of reference for indefinites is independent of salience ortleis can be remedied
by distinguishing between choices made by pronoun reswmgieps and choices
due to the dynamic semantics for indefinites.

This section was intended to give a taste of what pronounutiso looks like
in a framework based on incremental context semantics. lora nealistic imple-
mentation, the single background model should be replagedrbpresentation of
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the common ground. We have refrained from doing so in thiepfg reasons of
exposition. Explicit representation of the common groundaaealistic scale, in
the form of a set of possible worlds, is not a feasible maltet the issue of pro-
viding an implicit representation of the common ground, &semry in a suitable
representation language, is outside of our present scope.

11 Further Work

Representation of common ground and further integratioth@fframework with
insights from centering theory are future work. Current kifixcusses on extend-
ing the format to distributive plurals, and to the treatmehtlialogue. Dialogue
is handled like regular text, but with a special operationdjpeaker shift, with a
semantics that swaps the items in context marked for firssandnd person.
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