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Abstract

The paper describes ongoing empirical research into a fundameoldém of linguistics, viz.
the architecture of grammar, or the division of labor between lexicorgaaaimar. We try to
find an answer to this question by investigating which part of the utteran@eseicent corpus
of spontaneous spoken Dutch consists of “Extended Lexical UnitsU{gL hypothesized to
be stored in the lexicon, rather than new syntactic constructs creativedyaged from lexical
atoms. We describe some problems involved in the identification of theses Bhd in the
implementation of them in an NLP system. For the latter, we assess the usabliasio
assumptions from frameworks such as Construction Grammar aridtan Phrase Structure
Grammar.

1 Introduction: Theimportance of ELUsin Language Use

Recent developments in linguistic theory are starting tbipto question the tradi-

tional picture of the language system consisting of an @sing grammavis a vis

a boring lexicon. Large parts of everyday spoken languageyuably constructed
out of “extended lexical units” (ELUs), which we will use ageetheoretical term

to refer to all linguistic building blocks larger than wordse they compositional or

not, that must be assumed to be stored in the lexicon (som&tiso known as “con-

structicon”), because they have idiosyncratic propeigsegards their phonology,
morphology, syntax, semantics, pragmatics, style level, Mote that lexical storage
of these ELUs does not preclude the possibility that theywsgss various degrees of
grammatical structure and/or grammatical freedom.

In any case, the very existence of these ELUs raises fundahgrestions with
respect to the architecture of the grammar faculty (Jack#@ri®97). From another
perspective, these ELUs are a key problem for the developofiéarge-scale, linguis-
tically sound natural language processing technology,(Balglwin, Bond, Copestake
and Flickinger 2001).

The time pressure inherent to spontaneous speech sitsiégares less time for the
complex mental computations involved in language produdthan is the case in the
scrupulous composition of written text. One of the straedor speakers to overcome
this problem is to employ ELUs to construct their utterandestead of being com-
pletely original. Kuiper (1996) observes that in certaighipressure situations, most
of speakers’ utterances consist of stored (or, to use anotagphor, pre-compiled)
linguistic material, with very little syntactic computati going on. We may assume
that this is one extreme of a cline, the other extreme beirmn@ky’s idealization of
a creative language user with an infallible memory and itdiprocessing power, with
enough time to verbalize new ideas in an original way.

Time pressure is not the only reason for extensive usage tfsEtitualization
of speech situations, or of social interaction in generaindgy another (Wray 2002).
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If a speaker of English wants to convince his or her conviensgiartner that he/she
is following the partner’s line of reasoning, he/she can ddy saying such a thing
asl see and if one wants to get the attention of a more or less forratiigging of
people, one can raise one’s voice and cHadites and gentlemerThe last example
immediately shows two aspects of the fixedness of this EL{Uisitially) works, even
if the speaking person would never even think of individgaliidressing the members
of audience witHady or gentlemanand the reverse ordgentlemen and ladids far
less effective, to say the ledst.

In the literature, estimates concerning the quantitativedrtance of ELUs differ
greatly: Sprenger (2003) reports that some 10% of the comterds in a corpus of
Dutch newspaper text was part of some larger lexical entitgreas Altenberg (1998)
writes: “A rough estimation indicates that over 80 per cdrthe words in the corpus
form part of a recurrent word-combination in one way or arath(p. 102). Bybee
(2005) takes a middle position, citing Erman and Warren (2o “found that what
they call prefabricated word combinations constitute ati@% of both spoken and
written discourse”; Sag et al. (2001) offer comparablenestes.

As regards the number of ELUs used in the language communitglonging to
the linguistic competence of native speakers of a langudaekendoff (1997, 157)
guotes Weinreich (1969) citing estimates of over 25,000dfiepressions stored in
the lexicon of an average speaker of English, whereasdulelfeportedly claims the
“phrasal lexicon” to be one order of magnitude larger thanwlord lexicon (Kuiper
2004). Anyway, the conclusion in Jackendoff (1997, 157} tfithere are too many
idioms and other fixed expressions for us to simply disregfa@th as phenomena ‘on
the margin of language™ seems entirely warranted.

2 ELUson acline

We will not try to give a definition of ELUs here, other than thee already given
above. In the literature one finds discussion of comparatteepts, such as fixed
expressions (“vaste verbindingen” (Everaert 1993)) anttiMiord Expressions (Sag
et al. 2001, Odijk 2003). A definition such as Everaert’'segibelow in (1) in the
translation of Villada Moién (2005, p. 2-3), is typical in at least three aspects: &. iti
complex; 2. it contains at least one disjunction; and 3.féneto undefined or useless
concepts such as compositionality (Zadrony 1994):

(1) A combination of two or more words that must at least §atfee (a) condition
and perhaps, but not necessarily, condition (b) and/or (c):
(a) the word combination is fixed;

10ther arguments for the importance of ELUs in language use edound in Wray (2002).

2Whether or not our ELUs can be equated to constructions, aiciasoncept that has gained popularity
again in recent sub-branches of linguistics (cf. Fillmorayland O’Connor (1988), Goldberg (1995), Croft
(2001), etc.) remains to be seen. A very general definitioh siscthe following probably covers most of
our ELUs as well: “It is safe to say [...] that in essence a troiesion is a pattern in the formal properties
of a language (i.e., in its form) that is associated with aipalr function. While various theories may
choose to interpret this definition broadly or more narrowhg basic notion of a construction as a pattern
of form and function remains the same” (Goldberg and Casenhide).
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(b) the combination as a whole has a non-compositional digligrcomposi-
tional meaning;

(c) the syntactic/morphological behavior of the fixed esgien and/or its
parts is not to be expected given the syntactic/morpholbgitavior of the
individual words or the combination as a whole

The reason that a proper, exhaustive definition of ELUs igeblpmatic is that we are
actually confronted with a large number of structurallyfeliént things. Expressions
can be stored in the lexicon because of their noncompoaitgamantics, their unusual
syntax, unexpected pragmatics, unexpected phonologylté&dherefore hard, if not
impossible, to find a common basis on which ELUs can be caitesgb(cf. also Wray
(2002)).

For the analysis of ELUs, we propose an approach that is basddckendoff’s
constructionist ideas of the organization of the lexicack&ndoff 1997). Jackendoff
does not restrict the lexicon to word-sized elements, buhtolexically underspec-
ified patterns — constructions — as lexical items as well. deoedance with basic
Construction Grammar(CxG) assumptions (cf. also Kay (2002), Goldberg (1995)),
we see the lexicon as a hierarchically ordered inheritamt®ark, with a cline of
lexical fixedness.

We assume that, at least for computational applicationategorization of ELUs
on the basis of their lexical fixedness may be useful. Evenye(iof) ELU is given
a particular place in the network of constructions that suaged to be (a model of)
our mental lexicon. A prominent advantage of this categuion is that ELUs are
integrated into the lexicon in a very straightforward wagimely without giving them a
special status compared to simple words or schematic phrakés seems reasonable
if one wants to account for the fact that the larger part ofdaily language is made out
of fixed expressions, prefabs, etc. Another advantage ifathé¢hat thinking in terms
of a cline doesn'’t lead to categorization problems whenrnhes to fuzzy boundaries.
But let us take a look at the design of such a system first.

One end of our cline of lexically fixed constructions covérsse lexical elements
that are completely instantiated. This group includes alighemes and single words
that show no morphological variation, such as function wphiit also elements that
can be referred to agords with spacesTheir common characteristics is complete in-
flexibility, and we therefore have to assume that they anedtm the lexicon as such.
Examples for Dutch words-with-spaces are named entitiegéd Nations, Kofi An-
nan) and prepositional phrases likg grond van(on ground of) ‘on the basis of’ and
ter ere van(to-the honor of) ‘to honor’ (the latter being a frozen arichexpression
containing a fossilized case of nominal inflection). Theisepte constructions are
listed “as is”, and the features that are listed with thentuide combinatorial, phono-
logical and semantic information.

Walking further on our cline, we find lexical entries that ghimflection but do
not allow for other types of alternations. At this positidexical words like nouns
and verbs (simplices and compounds) are stored, but alse Bhdi don’t allow for

SEven if we use the “capital ¢ capital g” notation, we refer wasiety of constructionist approaches rather
than the one specific by Fillmore and Kay
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syntactic alternation, although they may show inflectiomede constructions carry
additional information about the inflectional paradigmytipartake in.

The next landmark on the cline are idiomatic expressiorisstilbdo not allow for
lexical variation but that are syntactically flexible. Anagmple is the expressidmet
loodje leggen its semantics is non-compositional (the literal meanmga lay the
little lead’, the actual meaning is ‘to come of badly, to glidsut its syntax is more or
less like any old direct object constructitn:

(2) Ponyclubdreigt loodje  teleggen.
Pony-clubthreatdead-DIMto lay.

‘Pony club appears to die.

(3) Internetbedrijven leggenmassaal hetloodje.
Internet-companieley  massivelythelead-DIM.

‘Internet companies massively go bankrupt.’

Although idioms such aket loodje leggerare supposedly listed with their complete
lexical content, they inherit their alternation pattemraati more general constructions
(e.g. the transitive construction) higher up the cline idesrto allow for phenomena
like verbal concatenation. The fact that processes suchssvization are not possi-
ble in this case is a particular feature of the more specifistaction which has to be
specified explicitly as well.

The first real lexical variation is found a bit further up tHee. Here we find
constructions that are still rather fixed in their overakige, but allow for lexical al-
ternation in particular slots. An example is tBebj V er geen NP vaoonstruction
(cf. e.g. Hoeksema (2001a)). It is a negative polarity aoesion used (in infor-
mal speech only) to express that one does not understandierebgomething. The
construction is syntactically flexible up to a certain degfieut it does not allow for
passivization) and has three (not completely flexible)ssldthe subject is an agent
who has to be able to understand, the verb comes from the siermparadigm ofun-
derstand believeandbeing able taand the slot in the Direct Object-NP is filled with a
member of a rather narrow but semantically hard to definedpgma® The following
sentences give examples for this particular construction.

(4) hijwist er geenbal van
he knewthereno ball of
‘he didn’t know a thing about it’

(5) ze snapt er geenflikker van
sheunderstandthereno faggotof

‘she doesn’t understand a thing of it’

4Examples found via Google, URLs http://home-1.tiscalikiifie/editie150101.htm  and
http://wijkcent.a2000.nl/wijkcent/krant/editie/2001033002/txt/050501.htm (01.12.2004).

5Sentential negation may also be “raised”, aikidenk niet dat hij er iets van snatthink not that he there
anything of understands) (I don't think he understandsragtbi it) or be incorporated in the subject, as in
niemand begreep er ene flikker v@mobody understood any faggot of it) ‘nobody understood edvad it’
(Postma 2001); the last example shows another optional plarity discussed by Postma, viz., a negative
polarity varianteneof the indefinite article whose unmarked forneisn
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Even if the interesting slots in this construction are fléxithroughout, we still do
not consider it to be a schematic idiom (i.e., a idiomatidgratwith underspecified
slots like theway-construction or the resultative construction), as therfiltd the slots
are chosen from narrow paradigms and the possible candidatst be learned along
with the idiom®

On the other hand, we consider the so-calleg-construction as a real schematic
idiom; it is exemplified in the following sentencés:

(6) Braidvirusbaant zich eenwegdoor email.
Braid virusbanen-3rdSGtselfa waythroughemail.

‘Braid virus makes its way through email.’

(7) Tweebusserborenzich eenwegnaar hethartvanlistanbul.
Two bussedrill themselves waythroughthehartof Istanbul.

‘Two buses make their way to the hart of Istanbul.’

(8) De flits baant zich eengloeiendheetpad door de lucht.
Thelightning banen-3rdSGiselfa red hot paththroughtheair.

‘The lightning makes his red hot path through the air.’

(9) eenprachtige streekwaarin zevenriviertjes zich eenpad
a wonderfularea where-insevenrivers-DIM themselvesa path
kronkelennaarde zee
wind to thesea

‘a wonderful area where seven rivers wind to the $ea’

This kind of construction differs from the last one by an ebéyger degree of lexical
flexibility. The X er geen Y vaitonstruction fills its slots with elements from a narrow
paradigm (either to be defined semantically, or stipulateely lexically), whereas
theway-construction allows for much more variation, especiafiyax as the verb slot
is concerned.

Even if there is not a single lexically fixed slot in this canstion, we would like to
consider itan ELU, too, for at least two reasons. Firstlgrétis a prototype that shows
statistical significance, namely the combination of thebMemnenand the nominal
headweg® Secondly, the semantics of teay-construction is highly idiosyncratic
(see Verhagen (2003)).

What we expect from a categorization like this is a twofoldiaeement. On the
one hand, we assume that a thorough insight into the staldixedness of ELUs
helps retrieving them from corpora, as the corpus searcleasfined to a large de-
gree if possible alternations are accounted for (see aléadsi Moirdn (2005)). On

6Moreover, there are strong collocational effects betwherverb and the expressions of minimal quantity
(Hoeksema 2001b).

“For a thorough description of the Dutefay-construction, see Verhagen (2003), for a description ef th

English counterpart, see Goldberg (1995).

8Found on http://www.freewebs.com/maisjo/infooverdestieen (01.02.2005).

SVerhagen (2003) provides us with corpus evidence revettiiage.g. more than 50 per cent of the instan-
tiations of this construction are built withanen(that occurs in this construction only), whereas the rest is
spread over about 20 verbs with little significance.
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the other hand, we see prominent advantages in implemenitngrchically ordered
inheritance networks (cf. PoR3 (2005)). As we are investigainto the nature of
inheritance and which features are inherited by which kih&ldJ, we are in need
of a categorization of some sort. The advantages of this &frapproach (no prob-
lems with fuzzy boundaries, no special theoretical statid &Js) weigh heavier than
the known disadvantages (like e.g. the still missing définieind the fact that we
completely neglect semantics).

3 Retrieving EL Us from a cor pus
3.1 Thegoal

We try and operationalize the question of the division oblabetween the grammar
and the lexicon by investigating, in a corpus of spontanespaken language, the
amount of constructs that recur significantly more oftemtblaance predicts. In this
respect, we restrict ourselves, at least for the time bémB| Us that can be defined
in a statistical way.

3.2 Thecorpus

For our investigations, we use the Spoken Dutch Corpus (C&bYllaborative effort
of several Dutch and Flemish universities, funded by bothDiatch and the Belgian
government, completed in 2003. The corpus contains aln@® hours of contin-
uous speech, which amounts to a little less than 10 milliondedOostdijk 2000).
The corpus was intended as a major resource both for linguegearch and speech
technology. To serve this dual purpose, it contains texgrirants recorded in a wide
range of communicative settings: spontaneous face-®-dad telephone dialogues,
interviews, debates, news broadcasts, etc. Two-thirdeefriaterial is collected in
the Netherlands, one third in the Dutch speaking part of Belig It is the largest and
most diverse database of spoken Dutch collected so far.

3.3 Someproblems

Standard computational techniques from collocation mese@anning and Sdltze
1999, ch.5) are useful to find certain types of ELUs. For eXag program such
as Wordsmith Toof¥ has no problems in finding classical collocation types sich a
fixed prepositions with adjectives, suchtests op ‘proud of’. The table below show
the most frequent two word clusters witfots in the Dutch part of the corpus. The
collocation we were looking for ranks first.

(10) : :
Wordsmith clusters withrots
N Cluster Freq.
1 trots op‘proud of’ 75
2 heel trots'very proud’ 15
3 trots en‘proud and’ 7

LOnhttp:/ivww.lexically.net/wordsmith/index.html
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With these methods, one may also find relations betweendkeitems that are not
in the books of reference. For example, employing the santbaus, it has been
demonstrated (van der Wouden 2002) that the Dutch compésfparticleniet eens
‘not even’ shows strong collocational effects with, amotigeo things,

e other particles (i.e., high frequency (function) words)cls asnog ‘yet’ and
meer‘anymore’:

(11) datisnognieteenszolanggeleden
thatis yet not evensolongago

‘that isn’'t even that long ago’

(12) de manluistertnieteensmeer
themanlistens not evenanymore
‘the man doesn’t even listen anymore’

e (high frequency content) verbs suchvesten'to know’

(13) ikweet nieteenswie JudithBoschis
| knownot evenwho JudithBoschis

‘| even don’t know who Judith Bosch is’

(14) die wetennieteenswaar Nederland ligt
theyknow not evenwhereNetherlanddies
‘they don’t even know where the Netherlands are’

e modal auxiliaries, especiallunnencan'*!

(15) dusik kannieteenswerkenalsik zou willen
so | cannot evenwork if | wouldwant

‘so | can't work even if | wanted’

(16) kunnemognieteenshun naamen adres schrijven
can yet not eventheirnameandaddressvrite

‘[they] don’t even know [how] to write their names and addes

On the other hand, we can already be sure that certain tyged.éf will be missed by
our techniques. Consider, for example, the Dutch \eijlgen ‘to get’. Not unlike its
English translation, it can be found in quite a number ofiiaép phraseological idioms,
light verb constructions etc. The dictionaries and gransiiiar tens or even hundreds
of these ELUs. Some of these ELUs to be found there hardlydstamiliar to native
speakers of the language, which may mean that these cornabisi@re obsolete or
dialectal or something like that. Many others, however,ramgnized immediately
by native speakers. A case in point is the inveckiigg de klere‘drop dead’, which

11This collocational effect appears to be restricted to omelirg/usage okunnen viz., the dynamic (i.e.
non-epistemic, non-deontic) one: ‘be able to'.
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literally means ‘get the cholera’. The ELU also has a varjarkunt de klere krijgen
‘you can get the cholera’, which is just as rude as the imper&rm. Although both
variants are known to all native speakers we questionedcanpus techniques will
not find them, at least not in the corpus we have chosen to sikajgade klereoccurs
only once in it, ande kunt de klere krijgemot at all.

The sparse data problem, i.e. the fact that our corpus (aslobply anyone’s
corpus) is too small to offer statistical evidence for allH, is a real one, just like it is
areal problem in all other quantitative approaches to lagguHowever, it remains to
be seen yet whether the restriction to ELUs defined stalitiwill seriously flaw the
answer to our fundamental question regarding the divisfdalmr between grammar
and lexicon, between computation and storage.

Apart from these false negatives, i.e. real ELUs not foundthyistics, our quanti-
tative methodology yields false positives as well. Consjdéyes’, which is the most
frequent word in the Dutch part of the corpus. According torifgmith Tools, the
following are among the 10 most frequent multi word clustavslving the stringa:

(17) —
Frequent clusterswith ja
cluster | rank #N
jaja 1 181347
jajaja 2 84696
jajajaja 3 34430
ohja| 5 18512
ja dat 6 17721
ja maar 7 16343

Most clusters in this little table qualify as ELUs. The firsteg e.g. ja ja usually
functions as a discourse marker (cf. e.g. Schiffrin (198A) may express either
consent or doubt, depending on the intonation with which ftronounced (which we
assume to be lexicalized with the ELU). Consider the follaponversation fragment
(edited slightly for expository purposes):

(18) ja die uhdie tanteHenniezit eenbeetjete miepenhe.
yesthatuhthataunt Henniesitsa bit  towhine PART

‘that aunt Henny is whining a bit, isn’t she?’
(19) ja die wilde zichlateneuthanasereof niet?
yesshewantedself let euthanatize or not
‘yeah, she wanted to have herself euthanatized, didn’t she?
(20) ja ja die wil euthanasi¢éegen die tijd.
yesyesthatwantseuthanasiagainsthattime
‘sure, in due time she wants euthanasia’

The combinatiorja dat ‘yes that’, however, does not seem to be an ELU. The high
frequency of its occurrence is due to the interplay of a nunolbéactors concerning
the grammar of Dutch and the organization of Dutch conveEmsat one can use a
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discourse marker such gsto express consent and to take the turn at the same time
(Monnink 1988), and it is good practice (Onrust, Verhagen aoev® 1993) to start
one’s turn by referring to a topic salient in the conversatiy means of a deictic
element such as the demonstrative prondatithat’.

(21) ja dit moetnoggedaarworden
yesthis mustyet done become

‘this has yet to be done’

(22) ja dat klopt
yesthatknocks

‘yes that’s correct’

3.4 Some solutions

For the problem of false negatives, there is no principlddtsm — increasing the
size of your corpus may help you to find statistical evidemeeértain combinations,
but new hapax combinations will turn up; moreover, the nundféalse positives in-
creases with the size of the corpus. Various solutions hega proposed to overcome
the problem of the false positives involving high frequefayction words (Manning
and Scflitze 1999). One approach is to pass the candidate phrasegttha part
of speech filter which only lets through those patterns thatlikely to be interest-
ing combinations (Justeson and Katz 1995), another one@sslcertain words (e.g.,
high frequency function words) from participating in cashatie combinations (Smadja
and McKeown 1990), a third one is using more sophisticattissits (e.g. Krenn and
Evert (2001)). A common feature of these approaches is iegtall work some of
the time, but none of them works 100% all of the time, at leastfar all types of
ELUs (van der Wouden 2001, Villada Méin 2005).

We will not propose the ultimate solution here, as we didmitifit. Moreover,
we assume that there is no such thing as a unique ultimatéasofor the problem
of identifying all and only ELUs from a corpus, for the simpiason that ELUs are
too heterogeneous for that. Ultimately, they are the serfaanifestation of a number
of complex phenomena, the result of a variety of interastiohatoms, mechanisms,
rituals and habits from grammar, lexicon and the extratlistic real world.

This conclusion implies that we will have to combine the grgtechniques and
heuristics that are on the market, and think of developird)\aiidating new ones.
Various types come to mind: the corpus is enriched with Pagg2ech information,
and part of it is annotated syntactically: these two animiatlayers open new hori-
zons to searching for types of ELUs that cannot be found bplsirfor not so simple)
string matching and statistics on the raw text.

4 Theimplementation of ELUs

Another interesting challenge lies in the implementatibBloUs. Idiosyncratic com-
binations are still a hurdle for parsing and generating ithparticularly hard to take.
Depending on the type of expression, many implementatiang from inelegant to
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impossible. E.g., how does a system deal with expressi@isithnot conform with
general grammatical rules (likey and largé? And how does the system get hold of
the non-compositional semantics of idioms (likkespill the beang® We will give a
short overview of an approach of the analysis of ELUs by Sad. ¢2001) that offers
solutions for various kinds of ELUs. However, we will raiseetquestion whether a
more integrating approach could be adopted if there is aateemlerstanding of what
the building blocks of constructions are and how they candasel in a computational
system.

41 ELUsin HPSG

For an analysis in Head-Driven Phrase Structure Gramma®@)Pa method of deal-
ing with various kinds of ELUs has been offered by Sag et &#04). This approach
accounts for various types of non-compositional multiwexgressions, at least as
long as they have at least one stable lexical item. Sag e2@01) come to the con-
clusion that different kinds of multiword expressions slkidoe analyzed in different
ways, depending on their nature. Three different categaunie established, each cat-
egory of expressions is dealt with in its own way.

The so-calledixed expressionare those that are completely immutable Itke
and large They are treated like words-with-spaces, therefore, immaementation
this leads to string-type listing. Theemi-fixed expressiorshow a still low degree
of flexibility, as they only allow for inflection, variety irhe choice of determiners,
different reflexive pronouns, etc., but not for variationtwiegard to new lexical items.
This group includes decomposabkpi|l the beansand non-decomposable idioms
(kick the buckégt compound nominalgpért of speec)) and proper names. As semi-
fixed expressions behave like single parts of speech, tieagpresented in the lexicon
as single items, with pointers to the element(s) that carrgudinflection resp. can
be replaced. As opposed to the semi-fixed expressions, thg @f syntactically
flexible expressions allows for a much higher degree of siratvariability. Light-
verb constructionsnjake a mistakeand verb-particle construction®¢k up belong
into this category, as well as structurally rather free deposable idiomslé¢t the
cat out of the bap For this heterogeneous group, the different analyziogrigjues
range from subcategorization (e.g. the vieamdsubcategorizes fayut) to a so-called
idiomatic-construction analysis.

With these techniques, Sag et al. (2001) can cover a big preoange of fixed
and semi-fixed expressions. What they cannot deal with isitttedé phenomena that
we referred to as schematic idioms. As soon as there is nctdiésdcal trigger in the
expression, the method does not work anymore.

A solution within HPSG (Pollard and Sag 1994) could be foumdiéfining a
lexical rule that transfers certain intransitive verbsoimerbs triggering thevay-

12The term idiomatic construction does not completely coverithsually refers to in Construction Gram-
mars. The difference (within HPSG) is an analysis wherertisiedo not get an idiomatic meaning assigned
and then, in turn, subcategorize for other listemes with amédtic meaning. Instead, the elements are al-
lowed to combine regularly, and the complex expression athie idiosyncratic meaning. Condition for
this is that every listeme in the idiom is known as such.
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construction. The problem that we see, at least for the tiemegh lies in the fact that

little is known about the further restrictions of the vetBsRiehemann and Bender
(2001) argue in favor of a construction-based rather thariclg lexicalist approach

when it comes to idiosyncratic patterns without a singlélstéexical item. We want

to go further and investigate into an approach that is déptivased on constructions,
no matter if there is too little lexical information or not.

4.2 A Construction Grammar-based approach

Starting point of our approach are the assumptions thatrliadiee various streams of
Construction Grammar (as e.g. Goldberg (1995), Croft (208llmore et al. (1988)).
Langacker (2003) gives an overview of the shared notionkimvihe various tradi-
tions. They boil down to non-derivationality, monostratalunity of grammar and
lexicon, a cline from specific to schematic constructiorat dre all stored in the so-
called constructicon (Goldberg (2003)), the linking of styactions in an inheritance
network, and unification as the motor that drives compasitibhe fact that lexical
as well as phrasal entries are assumed to be stored in thalifexiton offers an in-
teresting alternative design of lexicon and grammar rudempared to the lexicalist
HPSG approaché$.Thus, the innovative point a system based on constructi@ys m
offer is a lexicon where apart from lexically specified ezdriunderspecified patterns
are stored. Moreover, in the Construction Grammar framkwolUs are treated ex-
actly the same way and receive the same status as words (ondhend of the cline)
or abstract schemas (on the other end of the cline). But howilegse Construction
Grammar tenets help us with the implementation of ELUs? tteoto illustrate our
approach, we give an analysis of thay-construction below.

Verhagen (2003, 34) presents a schematic description ofDihieh way-
construction:

(23)

Sem: creator create-move, for-self created-way, path

\ \ | |
Syn: [SUBJ v [REFL; [DO] OBL]]]

This formalization is in accordance with the basic CxG teéhat formal and semantic
features of a construction go hand in hand. What the figure sli®the following:

the (abstract) construction is built up from meaning congmis that must occur in
all particular constructs. The syntactic structure isgdtiory as well: a ditransitive
pattern with an oblique argument (i.e., a PP, usually). T dides of the descrip-
tion have no distinctive power in themselves. The semamticture could also be

13This, of course, is not a proper argument, as every construtias to be analyzed carefully, anyway.
Nevertheless, this part of the project aims at designing eréence model rather than a wide coverage
grammar of spoken Dutch. The underlying question is not a teahrbut rather a cognitive one: Which
parts are built from smaller items and which are just biggelding blocks glued together. And for the
latter: Which elements can be altered, and which alternationtaken care of by more global mechanisms.

14At least the strict lexicalist ones, following the standagproach of Pollard and Sag (1994). In more
recent literature, the notion of construction and phrasdtepns rises, see e.g. Sag, Wasow and Bender
(2003).
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represented by an utterance that does not make use of theomatruction, and a
ditransitive sentence with an oblique argument is nothiagigularly special, either.
What makes it unique is the linking of those two layers (i.bg lines between the
semantic and syntactic structure, showing which semaatigponent is expressed by
which constituent or vice versa).

If we take Verhagen'’s analysis and translate it into infaiorathat can be recog-
nized by a computational system, at least the followingal®é information is avail-
able: The parser must find a parse of the following structure:

(24) S

N

NP VP

V. NP NP PP

If the parser recognizes grammatical functions as wellfitse NP must be the sub-
ject, the second NP must be the indirect object, and the tiidnust be the direct
object. This is the syntagmatic information. But there isaplggmatic (or even lexical)
information available, too. The indirect object NP must hgtantiated by a member
of the paradigm of reflexive pronouns and cannot be modifiedhérmore the pro-
noun must show agreement with the number and gender feaifitee subject NP.
The direct object NP carries specific lexical informatioanely that the determiner
must be indefinite. Additional semantic information is dablie as well, namely that
the NP must have PATH-semantisin the process of choosing the right construc-
tion, this information narrows down the list of possible dilates to a rather small
set. The PP adjunct must be a directional adverbial, andtairality is caused by the
semantics of the preposition. If we store all reliable infation in a schema, we get
the following picture:

(25)

Sem: refl way, dir
| |
Syn: [SUBJ [V [IO; [DO_qae] PPI]

Note at this point that this new schema is not a replacemeanthfo one given in

(23) above, it only mirrors the information that can be eteid by a parser using
conventional methods and that enables the system to distimghis pattern from

all other possible patterns. If the parser finds these featir the input sentence,
it may categorize the sentence as an instantiation ofsmdneconstruction. Once a
construction is recognized, all semantic and combindtée@tures that its lexicon
entry is enriched with must be applied.

151n order to be able to process this information, there are tossible ways. Either the lexical items are
organized in fixed sets of semantic groups, according to tieéevant features, or a semantic ontology
must be included into the system. For the time being, we stickdditst solution (with pleasing results),
although the latter seems to be attractive as well.
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4.3  Putting the puzzle together

The kind of approach we propose differs from lexicalist agghes in the sense that
it assumes special phrasal entries rather than speciablesntries. According to
constructionist approaches, the (idiosyncratic) seramt any utterance (and there-
fore of any ELU}® is the contribution of the particular construction, in thstfplace.
Structural information is used for recognition, but adufitl features are needed to
identify a given construct (i.e. the instantiation of a domstion).

The features in question range from strictly lexical to edagtsemantic. For items
like the verbbanen for instance, it is economical as well as elegant to adopfirat@r
to theway-construction in the feature structure of the lexical ergsjganenis a hapax
in the sense that it cannot occur outsideragy/-construction. But as there are instan-
tiations without the specific lexical items, another wayrigger the construction is
proposed in analyzing a bundle of features. In the case ofvityeconstruction, the
features are basically phrasal and semédiftithe in-depth analysis of more construc-
tions will provide us with a deeper insight of the nature af fhatures that establish
constructions, and de design of a system that deals with ElriJa constructional
basis. On a more theoretical level, we expect to find intergatsights regarding the
design of the Construction Grammar theory by formalizing i degree that makes
it implementable.

5 Summary

In this paper, we presented first results of the ongoing rekearojectDutch as a
Construction Languagé/Ne described how we try to investigate the purely thecaktic
guestion of the division of labor between lexicon and gramusing computational
methods, namely extraction on the one hand, and implementan the other. When
it comes to extraction, we found that there is not one singfiéstical method that
can cover the whole range of different phenomena we considdeLU. Different
from that, for implementation, we hope to find a useful tegheithat is inspired
by Construction Grammar assumptions and that is able tol&ane whole range of
constructions using one single mechanism, namely the sisaly feature bundles as
phrasal patterns.
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