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Abstract

A retrieval system is a very important part in a question argvg framework. It reduces
the number of documents to be considered for finding an an$wefurther refinement, the
documents are split up into smaller chunks to deal with teai@bility in larger documents.
In our case, we divided the documents into single sentefi¢e= a language model based
approach was used to re-rank the sentence collection.

For this purpose, we developed a new language model todtkinplements all stan-
dard language modeling techniques and is more flexible ttrear tools in terms of backing-
off strategies, model combinations and design of the rettieocabulary. With the aid
of this toolkit we conducted re-ranking experiments withrgtard language model based
smoothing methods. On top of these algorithms we developee siew, improved models
including dynamic stop word reduction and stemming. We algoerimented with query
expansion depending on the type of a query. On a TREC corpusglemonstrate that our
proposed approaches provide a performance superior téahéasd methods. In terms of
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Figure 3.1: A general architecture for question answerysesns

Mean Reciprocal Rank (MRR) we can prove a performance gain ©.31 to 0.39.

3.1 Introduction

The major goal of a question answering (QA) system is to pl@wn accurate
answer to a user question. Compared to a standard docunréakframework,
which just returns relevant documents to a query, a QA syhtes1io respond with
an adequate answer to a natural language question. Thyspitess of retrieving
documents is just a part of a complex sequence. In order tadethe user with an
answer, possible candidates have to be extracted from therdmts. To simplify
this procedure, the text is segmented into smaller passagka further retrieval
step is done. This process is called sentence retrievaie ipassage contains just
one sentence.

In this paper, we describe an experimental setup for comgalifferent lan-
guage models to improve sentence retrieval within a questiswering contekt
Figure 3.1 shows the general construction for a questiowesg system. It
starts with the analysis of a natural language (NL) quediimper part). Gener-
ally, in this Question Analyzerthe expected answer type is determined, but it is
also possible to make some other deep analyses like pareetbPOS) tagging
or named entity recognition. The result is a processed gudrich can be used
for the following retrieval steps.

The next step is the document retrieMabtument Retrievér In a QA system,
the retrieval framework is a very crucial part. It is used ¢ézidase the number of

1This work was partially funded by the BMBF project SmartWeilder contract number 01 IMDO1 M.
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documents in a potential large corpus. This is done in omleeduce the search
space in which a correct answer has to be found. It is negetsaeduce the

search space because the following components may usédstirgg deep analysis
algorithms which strongly depend on the size of the prockssgus. Therefore,
it is important to process just the documents which seemaatdo a query to get
answers within an appropriate period of time.

But within such a limited collection, there might still bede documents. Or
within single documents some topic changes occur. If thteéscase, again, the
following components have to analyse more text than is rsacgsn order to find
the correct answer. To overcome this problem, it is esddntiarther reduce the
size of the collection. This can be done by splitting up thé smgments into
smaller chunks of passadgedfter dividing the documents, a second retrieval step
is necessary in order to re-rank the new passage colleddassége Retriever
using the pre-processed query. By doing so, the corpus siz¢hais the search
space is reduced again. One can say that the major goal ofmafion retrieval
in question answering is to achieve a high precision at alstoliéction of text
segments (Corrada-Emmanuel et al. 2003).

In a final step, the passage collection is processed byttssver Extractor
Here, the single passages are analyzed by computing thefsaeech, the named
entities and other linguistic features. Finally, the masthable answers are se-
lected and returned by the system.

For our experimental setup we did not use the complete gemretatecture of
a question answering system but just the upper part of fig. e skipped the
extraction of the most relevant answers.

In the query construction, we used a language model drivehadeso as to
find the expected answer type (Merkel and Klakow 2007) andessimple tech-
nigues to optimize the question for the following retriest¢ps. The document
retrieval was also done, using a language modeling approach

Nevertheless, in this paper, we used a special case of gassaigval where
we directly split the documents into single sentences. lex step, a language
model (LM) based approach with unigram distributions wasdu® re-rank the
text chunks. For these purposes, we developed a new languad toolkit. It
implements all standard language modeling techniques,lililear interpolation
and backing-off models. Its advantage is that it is more flexihan other tools in
terms of model combinations, design of the retrieval votatyiand the smooth-
ing strategies. By means of this toolkit we conducted rédranexperiments with
standard language model based smoothing methods likekeéercer linear in-
terpolation, Bayesian smoothing with Dirichlet priors afibolute discounting as
well as some new, improved models. We focused on investigatfinements
which are easy to implement such as ignoring query wordsamyn stopword
lists and stemming. We also experimented by modeling thearpd answer type
of a query into the LM approach.

To make our results comparable to current literature, wéuated our algo-

2popular methods to make passages and research into this effe@trieval can be found in Clarke et
al. (2000) and Tellex et al. (2003).
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rithms on a news texts corpus from the Text REtrieval Comfeeg TREC) — the
Aquaint corpus. Here, we demonstrate that our proposeditilges outperform
the standard methods in terms of mean reciprocal rank (MRR2586. We can
also show that we need to return fewer sentences to achiexs egeven better
accuracy. So it is possible to say that we attained our gaeahety to reduce the
search space for the following components in a QA framework.

The rest of paper is organized as follows: The next sectiesgnts some re-
lated work. Sect. 3.3 shows the language model based smgatiéthods we
used for our experiments. Sect. 3.4 presents the used taagsgell as the exper-
iments we performed in order to achieve optimal resultst.S28& concludes the
results.

3.2 Related Work

In the area of passage retrieval for question answering,congs across a lot
of secondary literature. For example, Clarke et al. (206@pduces a passage
retrieval system for the TREQuestion Answering trackThey use a question
pre-processing, a passage retrieval and a passage possgirg step to select the
top five text sections out of a set of documents. In the pregssing step, the
question is parsed and “selection rules” (patterns) araegfiEach text block for
the passage retrieval algorithm can start and end with aagygerm. The score
of such a passage is calculated by the text size and the nwhbecurring query
terms. Then a new passage with a required length around tiergmint of the
original passage is produced. Finally, the patterns are tosgost-process the pas-
sage retrieval results.

Tellex et al. (2003) provides an overview of various stat¢he-art passage re-
trieval systems for question answering. They built a fraodwor the use of
different document retrieval and passage making systerosrtpare the results.
The text selection methods are re-implementations of f&aiRREC systems like
MITRE, bm25, IBM and MultiText. The most important finding$ tbeir work

is that boolean querying performs well for question ansmggrihat the choice of
the document retriever is very important and, that the bgstrithms use density
based scoring.

There is also some literature in the field of language modetthaassage re-
trieval for QA. In Zhang and Lee (2004) LM based question sifasation and a
LM based passage retrieval approach is shown. To optimie téxt selection,
they first look at an initial set of relevant passages andtooctsa language model.
Then, relevant web data is used to built a second languagelmBahally, they
mix the two models and include some further constraintsdikewer type and an-
swer context information.

Another interesting approach is presented by Corrada-Emei&t al. (2003). In
their paper, three methods to score relevant passagesoave.shhey compare the
famous query likelihood, relevance modeling and a bigraswan model. In this
model, the expected answer type is taken into account. fidrerdext selections
are replaced by their named entity tag and an answer modaligtl. Then three



Comparing Improved Language Models. . . 39

different methods for backing-off the bigram are used. Téteyw that the bigram
method provides a performance superior to the other appesac

As mentioned above, sentence retrieval is just a special chpassage re-
trieval where the text selection has the size of one senteficere is also some
related work in the area of sentence retrieval for QA syste@re example is
Murdock and Croft (2004). They understand the meaning oferéhg sentences
as the translation of a user query to a (more or less complesgyer. With this
idea, they suppose to overcome the problem of the shortfieentences to com-
pute a multinomial distribution. Their approach is basedh@nlBM Model 1 and
is smoothed with the corresponding document in additioméocbllection. They
show a performance gain to the original query-likelihoodrst.

In Losada (2005) language model based approaches for senttrieval are com-
pared. They define multinomial and multiple-Bernoulli disiitions on top of the
query-likelihood approach. Their motivation is the shegs of a sentence. In a
multiple-Bernoulli framework, also the non-query terme gaken into account.
So, they show a significantly performance increase compiaredmultinomial
approach.

An other application for sentence retrieval is the TREC Niguweack (Harman
2002). Here, the task is to reduce the amount of redundanhandelevant in-
formation in a given document set. Normally, this is done twe-step approach.
The first part is to find the relevant sentences according toeay® In a second
part, those sentences are selected which contain noveirafmn compared to
the retrieved set in the first part. Larkey et al. (2003) andi\et al. (2003) give
some examples of how to build such a system. They use thriegatif methods
for extracting relevant sentences; a vector based appreging tf-idf, a version
using theKullback-Leibler divergence (KLDand an approach usinglavo-Stage
Smoothingmodel. Because they do not find any significant differencésden
these methods they decide to use théidf approach. From their point of view,
the selection of the relevant sentences is the major clydleso they try to fur-
ther improve the performance by using known techniquesdikery expansion,
pseudo-relevance feedback and other features. But, agaeomtrast to our obser-
vations, just pseudo-feedback helps to improve the pedooa.

A major difference to the open-domain question answerirtbasin the Novelty

track, a set of relevant documents is given. So, there is ed te find some

relevant documents out of a large corpus first. Allan et &08) also show the
negative effects when using a real information retrievatewm instead of a given
document set.

A last significant difference is the kind of processing thigieged data. In a ques-
tion answering system, further steps are the extractionsefettion of possible
answers out of the sentences. This task is very hard anddimgdming, so it is

necessary to keep the set of returned sentences as smadisiisi@o

A partial implementation of the system can be found in Sheal.e(2006).
There, a complete statistically-inspired QA system in egnof the TREC 2006

3This is what we calBentence Retrieval
4In contrast to our experiments.
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question answering track is developed.

Merkel and Klakow (2007) give a more specific descriptiontd tanguage
model based query classification part we used in our expaténeThis work
mainly depicts the methods of how to obtain the expected ensypes.

3.3 Methods

In this section, the general idea behind language modetbag®mation retrieval
is presented. Furthermore, we describe the smoothing metive used for our
experiments in Sect. 3.4.3.

3.3.1 Language Models for Sentence Retrieval

First, we want to introduce the language model based appmmaposed by Ponte
and Croft in 1998 (Ponte and Croft 1998) as our informatidrieeal framework
for sentence retrieval. They rank the user query using ayquedel, whereas a
language model for each document is determined. Then thabpildy of produc-
ing the query with those models is calculated. FollowingiZimal Lafferty (2001),
applying Bayes rule results in

(CHY) P(D|Q) x P(QID)P(D)

where P(D) is the prior belief of a document anel(Q|D) is the probability of
the query given a document.

We act on the assumption that the pri®(D) is a uniform distribution, so it
is equal for all documents and therefore irrelevant for nagithe query. Thus, it
will be ignored in further computations. The probability B{Q|D) is calculated
by using language models. This conversion means that wédus to calculate
the conditional probability of the user query and the docoimee intend to rank.
This task seems easier than calculati@|Q).

Formula (3.1) has a data sparsity problem. Generally, tisafeenough train-
ing data to compute language models for a complete quefg overcome this
problem we act on the assumption that all words in the quesyiredependent.
This independence assumption results in unigram languagelsias proposed in
Zhai and Lafferty (2001):

(3.2) P(Q|D) = H P(g;|D)

whereasN is the number of terms in a query. In our approach the docwsnent
are sentences, so we usBdg;|S) as our experimental baseline, whefds the
sentence we intend to score.

In the next sections we will describe how to calculate thasbdabilities. Be-
cause we use a maximum likelihood estimate to calcudte|S), it is necessary
to smooth them in order to avoid zero probabilities

5Let's suppose that a query has 7 words in average. Then 74gngimage models have to be computed.
6See Zhai and Lafferty (2001) for further information.
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3.3.2 Jelinek—Mercer smoothing

The Jelinek-Mercer smoothing method is just a linear irdkon between the
maximum likelihood probability and a background colleatimodel. It is defined

by

c(w, S)
2w c(w, S)
wherec(w, S) is the count of wordw in sentenceS and) is the smoothing parame-

ter. P(w|C) is the collection model. In our experiments the backgrowilkgction
always consists of the set containing all sentences.

(3.3) Py(w]S) = (1)) + AP(w|C)

3.3.3 Absolute Discounting

This smoothing method has its origin in the task of speechgeition. There,
it is the most efficient and thus the most commonly used teglmi But it was
also introduced to the task of information retrieval by Zaad Lafferty (2001). It
results in

max (c(w, S) — 4,0) 0B
2w c(w, 5) 2w c(w, S)

whereas:(w, S) are the frequencies af in .S andP(w|C) is the collection model
of all sentencesi defines the smoothing parameter to redistribute some pilipab
mass to unseen events. The param&t@ounts how oftere(w, S) is larger than
J.

(3:4) P5(w|S) = P(w|C)

3.3.4 Bayesian smoothing with Dirichlet priors

Bayesian smoothing using Dirichlet priors is the approatiictv performs best
according our question answering task in document retreevavell as according
our sentence retrieval framework. It is also described bgi Zhd Lafferty (2001)
and is defined by

c(w, S) + pP(w|C)
D c(w,8) +p

wherec(w, S) is the frequency of observations of the wardn sentences. p is
the smoothing parameter. Agaif(w|C) is the collection model containing all
sentences. A special case of this method isatthd-epsilon smoothing.e. when a
uniform collection model is used.

(35  Puuls) =

3.4  Experiments

In this section, we describe the dataset and the experilrss=itep we used for our
experiments. Furthermore, we discuss the experimentaltses
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3.4.1 Dataset

As dataset for our experiments we used TIREC 2004 QA collectiorit consists
of the AQUAINT” document collection with more than one millfotext docu-
ments from various news agencies (the Xinhua News Servieep(E's Republic
of China), the New York Times News Service, and the Assodi&ess World-
stream News Service).

The question set for TREC 2004 consists of 351 questions;hwdmie further
divided into subsets. Each subset has a unique topic andad ‘$attoid”, “list”
and “other” question. For example, a typical “factoid” qies is “When was
James Dean born?” whereas a “list” question would be “Whatiesodid James
Dean appear in?”. The task of the “other” question is maiolyfind as many
different information concerning the topic as possible.

As evaluation metrics for the results, the Mean ReciproeallRMRR) and the
accuracy of the system was used. In this context, accuraeyshe percentage
of answerable questions using a specific number of returereteisces. For testing
the parameters in the query construction, we used the Meanage Precision
(MAP).

3.4.2 Experimental Setup

For efficiency reasons we chose a three-step approach f@xperiments. First,

the user question was analyzed. Therefore, we used theagbpdescribed in
Merkel and Klakow (2007) to extract the expected answer.tyfiespecifies a

language model based query classification, using a simpjeBalassifier as
paradigm. The taxonomy of the classifier takes 6 coarse afidé@rained classes
into account.

In addition to this, some simple methods were used to furdpémize the query

for the following retrieval task.

In a second step, thieemur Toolkit for Language Modeling and Information
Retrieva? was used to carry out a language model based document abtrisy
suggested in Hussain et al. (2006), we performed Bayesiantsing with Dirich-
let priors. We fetched the top 50 relevant documents bec8hea et al. (2006)
showed that this number is sufficient to answer about 90% e$tipns. After the
extraction, we split them up into sentences using the seatBaundary detection
algorithm provided by LingPigé. We also used larger passages (Hussain et al.
(2006)), but the sentence-based approach is much moreeegffici

The third step was the re-ranking of sentences using theitaygmodel based
methods described in Sect. 3.3. For these purposes a newalgagnodeling
toolkit was developed by our chétr It implements all standard language model-
ing techniques and is more flexible than other tools in terhimmoking-off strate-

http://lwww.ldc.upenn.edu/Catalog/docs/LDC2002T31/
81,033,461 documents.

Shttp://www.lemurproject.org/
LOhttp:/ivww.alias-i.com/lingpipe/

i svim
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Figure 3.2: The sentence retrieval architecture for ouegrgents

gies, model combinations and design of the retrieval voleajau

Figure 3.2 shows the architecture of the sentence retrex@ériments we
made. On the left-hand side, the pre-processing steps taitidard software are
shown. On the top one finds the Aquaint corpus we describeddh 3.4.1. Then
the document collections, we gain by using Lemur, can be.s@enthe bottom
one finds the sentence collections we receive by using thgPlijre toolkit.

On the right-hand side, we show the experimental setup &l #vVLMframe-
work. In the middle the background model for each experinepresented. It
consists of the complete sentence collection for a givenaseryg;. Out of this
collection, a background language model is build. As votaiguor this model
we use the union of the vocabulary build from the user qugrand the corre-
sponding sentence collection. So, the vocabulary is clogedthe query.

On the bottom left, the single sentences for a qugryan be seen. These are the
sentences we want to re-score in our experiments. Them &gajuage models
are created for each individual sentence by using the cleseabulary.

And finally, the two language models are used to calculatenastere. Because
of the flexibility of our toolkit, it is possible to easily chge the used smoothing
algorithms and parameters to get the optimal setting.
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| #included topics| Mean Average Precisioh

0 0.0900
0.2440
0.2995
0.2997
0.2876
0.2799

OB WIN|F

Table 3.1: Number of included topics and corresponding M&PTREC 2004 dataset

In our sentence retrieval experiments, we used TF—IDF andR¥ as stan-
dard baseline approaches and linear interpolation (Jehfercer), absolute dis-
counting and Dirichlet priors as language model based smrgpalgorithms (see
Sect. 3.3).

The smoothing parameters for the different methods wereraxpntally defined
on the TREC 2003 dataset. For absolute discounting, we toeldiscounting
paramete® = 0.1, for linear interpolation the smoothing parameter was get t
A = 0.8 and for Dirichlet prior we sef = 100.

3.4.3 Results

In this section, we discuss the results we achieved by uemguery construction,
the document retrieval and the optimized sentence retriteps.

3.4.3.1Query Construction and Document Retrieval

As already mentioned in Sect. 3.4.2, we first analyzed the qusery by ex-
tracting the expected answer type This answer type is used in a later step to
optimize the language models in the sentence retrieval step

In addition to this approach, we used further methods torpé the query
for document and sentence retrieval. In a first step, thetopthe query* was
included for multiple times. This inclusion was done beeawugthin our language
model approach, the repeating of a specific term for multijpphes results in a
higher score for that term. A higher score means that thedea term gets greater
importance in that context.

Table 3.1 shows the impact of including the topic on the daentmetrieval. The
performance increases until the topic was added three tififies means, if we add
the topic too often, it gets too much weight and other posgiblevant keywords
are scored too lowly. This would result in a worse retrievaifprmance. Due to

125eehttp://www.lemurproject.org
13Results can be found in Merkel and Klakow (2007).
14See Sect. 3.4.2 for a definition of “topic”.
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the fact that there is just a very small performance gain eetvwadding the topic
twice or three times, we decided to include the topic in oyesinents only twice.

The last step in the query construction was the subtracfithreauery word. In
general, this term has no positive effects on the retriexgtesn and can therefore
be ignored. Here, the same argumentation holds as for iimgutie topic for
multiple time. By removing the query word, this score will bero and other,
possibly more relevant terms get a higher score.

The effects of these methods on the sentence retrieval Wvarkesan be found
in Sect. 3.4.3.3.

As mentioned above, theEMUR toolkit was used to perform document re-
trieval. Therefore, the queries as well as the AQUAINT carpere stemmed and
no stop-words were removed. Then we chose a language maskd bpproach
to retrieve the documents. As smoothing method, we useddtaysmoothing
with Dirichlet priors because Hussain et al. (2006) illagtd that this approach
performs best for this tadk They also suggests an optimal smoothing parameter
for this question set which we also used for our experimesgalp.

After doing the retrieval, the 50 most relevant documentsewetched and split
up into sentences.

3.4.3.2Baseline Experiments

This section describes the baseline experiments we caoedibetfore starting our
optimization approaches. Figure 3.3 shows the results asfettexperiments. It
presents on the x-axis the number of returned sentence®lsytitem on a loga-
rithmic scale. On the y-axis the accuracy of the system isvah&or example, an
accuracy of 0.5 means that 50% of the queries are answenalie system.

For the standard TF—IDF and OKAPI baseline experiments wed uke
LEMURttoolkit. The figure shows that the TF—IDF performs bettentKAPI
regarding this task. Both approaches were not optimizethfese experiments.

In a next step, we used ouBVLMtoolkit to conduct the baseline experiments
with the three standard language model based smoothingagmes (as described
in Sect. 3.4.2).

For a small number of returned sentences (1-50), the lingarpolation

(Jelinek—Mercer) and the absolute discounting smoothieidopm comparably
bad. In this part the Bayesian smoothing with Dirichlet pgiobviously performs
better.
In the last segment (50-100 sentences) the Dirichlet py@raach performs
somewhat worse than absolute discounting. The best snngotinethod for this
part is the Jelinek—Mercer interpolation. But this perfarmoe gain is not visibly
significant.

But the figure also shows that all baseline language modeldbagproaches
perform better than the standard TF—IDF and OKAPI methodgHis task by
large margin.

15They show that it even provides a performance superior todsta approaches like TF—IDF and
OKAPI.
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Figure 3.3: Number of retrieved sentences vs. accuracyd&elime experiments

As already mentioned in Sect. 3.1, in a question answerisggsywe are most
interested in getting a high accuracy at a small number ofmet! sentences. That
means, the following modules need to process just smaltsrafesentences to
reach the same level of accuracy. Thus, the Bayesian smgotVith Dirichlet
priors was chosen as a optimization baseline for furtheeexgents.

3.4.3.3Improved Smoothing Methods

Figure 3.4 shows the results of the experiments we carri¢dvdh optimized
language models for the question answering task. Againhemxis of abscissae
the number of returned sentences is plotted on a logarithoaile, whereas on the
ordinate the accuracy of the system is shown (as describ®edn 3.4.1).

For better comparison between the improvements of the ggation steps, the
Dirichlet prior smoothing method is shown as baseline (efy). The other lines
show the performance gain of each individual method we adadl¢lde baseline.
Each new experiment is based on the previous optimizatidhade

Our first approach is already discussed in Sect. 3.4.3.4the simple removal
of the query word and therefore belongs to the query consrustep. Figure 3.4
shows the resulting effects on the system. The new curver@®jdes a perfor-
mance superior to the Dirichlet baseline.
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Figure 3.4: Number of retrieved sentences vs. accuracydtimized smoothing methods

In a second step, we added the Porter stertfivterour experiments. The
results are shown in curve (3). As described in relevantalitee, this addition
also results in a further advance of system accuracy of gasific kind of task.

As a next optimization criterion we used a dynamic stopwatd It was cre-
ated by selecting the four most commonly used terms of theptetm sentence
collection. However, those terms were not removed as usuatbp-words but
they got just a smaller weight in the language model. Thiweghting is based
on the same findings we already discussed in Sect. 3.4.3€elreBult in Fig. 3.4
shows in curve (4) a small performance gain, when lookingvatrg small number
of returned sentences. Besides, the accuracy is nearlytedha previous step.

For the last optimization experiment, the expected ansyperof an user query
we gained in the query construction, was used to expand tiwutage models
with this additional information (see Sect. 3.4.3.1). Thiss done by expanding
the query and a sentence in dependency of the extractedajusgie. Thereby,
sentences, which match the query type, are ranked higher.

This means, for example, if the expected answer tyi@ai®, the termDATE
is added to the question. Then patterns are used to iderti&sexpressions in a
sentence. If such a date expression also occurs in a senteiscexpanded with
the DATEterm as well. After this step, the additional terms are wegidland thus
the language model based approach gives a higher rank #nsestwhich match

18http://www.tartarus.org/ martin/PorterStemmer/
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\ Distribution | MRR |
OKAPI | 0.16

TF-IDF | 0.18
Jelinek—Mercer| 0.29
Absolute Discounting| 0.29
Dirichlet Baseline| 0.31
Dirichlet Combined| 0.39

Table 3.2: Mean Reciprocal Rank of baseline and optimizee®gments

the corresponding question.

The resulting effects of this last optimization step is adbown in Fig. 3.4.
Here, curve (5) demonstrates the improvement of perforedicadding the
weighted expansion. The distribution outperforms all otbembined methods
by a large margin.

Table 3.2 shows the MRR of the baseline experiments and ctibn of
all optimization steps. Standard OKAPI and TF-IDF achietreslworst MRR.
The Jelinek—Mercer interpolation and absolute discogrtiaseline perform better
with a MRR of 0.29. We found out that the Dirichlet prior baselagain performs
a little bit better with a MRR of 0.31. This was the reason fog fact why we de-
veloped the improved language models on top of this digidhu The table also
shows that the combination of all optimization steps (Dilét Combined) per-
forms best with a MRR of 0.39. This means that there is an ingireent of more
than 25% compared to the Dirichlet baseline and, that ttsea@ improvement of
more than 34% compared to the other LM based experiments.

3.5 Conclusion

In this paper, we showed a language model based framewogkfarm improved
sentence retrieval in a question answering context. Themgajal was to improve
the accuracy of the system in order to return just a smallembau of relevant
sentences. This reduces the search space of the followmg@aments in a QA
system. Because these components are typically deeps@approaches which
strongly depend on the size of processing documents, suelp ésanecessary.

For this purpose, we first analyzed the user query by extrgu¢tie expected
answer type and doing some other simple text manipulations.

After a language model based document retrieval step, viteugpthe documents
into smaller text passages in the size of sentences.

Then, theLSVLMtoolkit, a language model based framework we developed at
our department, was introduced. With this toolkit, we weseedo conduct sen-
tence retrieval experiments in a more flexible way than witteostate-of-the-art
information retrieval frameworks. We conduct baselinesgipents with standard
TF-IDF and OKAPI as well as with language model based smogthiethods



Comparing Improved Language Models. . . 49

like Jelinek—Mercer interpolation, Bayesian smoothinghwidirichlet priors and
absolute discounting.
We proved that Dirichlet priors baseline performs best fartask, so we de-
veloped our optimization steps on top of this approach.
In several experiments we illustrated that using query wenaoval, dynamic stop-
word list weighting and stemming results in a performandn.ga the last experi-
ment, we modeled the expected answer type of a user querthmtesed language
models. This approach performs better than the LM basetined least 25%.
We also proved that we need to return fewer sentences in trdehieve equal
or even better performance in terms of system accuracy. Sattai@ed our goal
to reduce the search space for the following components iA &&nework.
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