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Abstract

This research applies an association rule mining techrtimperely syntactic dialect data.

The paper answers the research question of how relevantiatssos between syntactic

variables can be discovered. The method calculates thegiapal overlap between geo-

graphical distributions of syntactic microvariables amcbirporates rule quality factors such
as accuracy, coverage and completeness to measure thesiimgness of the variable asso-
ciations. The exploratory review of the results discusgeeral highly ranked association

rules and also examines an implicational chain of syntaeti@bles.

6.1 Introduction

This work' investigates a data mining technique to discover assonmbetween
syntactic variables in Dutch dialects using a rule indutggstem based on pro-
portional overlap. The research aims to contribute to ttetstanding of the as-

1The research for this paper is being carried out in the comtiethe NWO project The Determinants
of Dialectal Variation, number 360-70-120, P.I. J. NerbeniPlease visit http://dialectometry.net for
more information and relevant software.
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sociations between syntactic variables by examining ggadcal distributions of
syntactic microvariation. The current paper addressefotlmving two research
questions:

1. How can relevant associations between syntactic vasdie discovered?
2. What are interesting associations between syntactiablas?

This research integrates expertise from the research ébtta mining and ecol-
ogy to answer these questions quantitatively. In esseig@tiestigation exhaus-
tively evaluates levels of association between combinataf syntactic variables
based on the proportional overlap between their geograptiistributions.

This work proceeds from the observation that linguistieessh frameworks
such as generative syntax and functional typology sharéaapy interest in un-
derstanding the structural similarities and differencesvieen language varieties.
The frameworks aim to identify which universal syntactioperties can vary
across language varieties and which remain constant. Tingatg goal is to char-
acterise the superficial structural diversity of all langeaarieties as particular
settings of relatively few parametric patterns. Unfortieha the search for syn-
tactic universals is still very much a topic of ongoing resba Gianollo et al. (to
appear) most notably define an extensive parametric framkewonodel language
variation in the internal structure of Determiner Phrasesel on a relatively wide
sample of languages and language families.

Haspelmath (to appear) compiles a list of seven univergahsyic parame-
ters for which there is a wide consensus in the field. One kedlan example
of a syntactic universal is the pro-drop/null-subject pagger, which states that
the subject position in a clause may be empty or must be filfed subject pro-
noun. It was originally thought to universally correlatelwsyntactic phenomena
such as null thematic subjects and null expletives (Riz86)9However, the gen-
eralisation quickly became untenable once more languatggties were analysed
(Newmeyer 2005). This example adequately illustratesateige data set of com-
parable language varieties is required to investigatesstictvariable relationships
more reliably. Such an examination needs to be automated wusrifiable meth-
ods because of the exhaustive and repetitive nature of theadson procedure.

The current research aims to contribute to the global rekeaffort of
parametrisation of the structural diversity of languageeties by proposing a
computational method to discover syntactic variable dations automatically.
The technique facilitates exploration of previously unknovariable relationships
and validation of existing parametric generalisationse $acond research ques-
tion is addressed through an exploratory review of the nwshapplication to a
large syntactic microvariation database.

The paper is structured as follows. Section 2 describes ifgpe syntactic
variation database under investigation. Section 3 intedithe sample data subset
used in Section 4 to illustrate the association rule miniragedure based on pro-
portional overlap. Section 5 reviews the evaluation factoraccurately measure
the quality of the association rules. Section 6 exploresrbst interesting rules
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discovered in the sample data. Section 7 highlights resfilise association rule
mining application to the entire syntactic variation datsd under investigation.
Section 8 recapitulates the main findings. The paper coasludth a discussion
and directions for future research in Section 9.

6.2  Syntactic variation database

This research examines the first volume of Bytactische Atlas van de Neder-
landse DialectefSANDL1; 'Syntactic Atlas of the Dutch Dialects’; Barbiersas.
(2005)) from a quantitative perspective. SAND1 contains ddographical distri-
bution maps of individual syntactic variables in 267 Dutéaletcts in the Nether-
lands, the Northern part of Belgium and a small northwespeim of Francé. It
covers syntactic variation related to the left peripherthefclause and pronominal
reference. This includes variation with respect to comgletisers, subject pro-
nouns and expletives, subject doubling and subject diitiseollowing yes/no,
reflexive and reciprocal pronouns, and fronting phenomér®e second and fi-
nal volume of the SAND is due to appear near the end of 2007 alhdegcribe
syntactic variation in Dutch dialects with respect to védiasters, negation and
quantification. Cornips and Jongenburger (2001) reviewntk¢hodological as-
pects of the written and oral syntactic elicitation teclugis which were employed
to reliably collect the SAND data.

From a quantitative research perspective SAND1 also reptes syntactic
microvariation database containing 106 syntactic coatartl 485 syntactic vari-
ables among varieties of a single language. This work defirsssitactic variable
as a form or word order in a syntactic context in which two eliéé can differ
(Spruit 2006). The number of available syntactic contextsoimewhat lower than
the number of geographical maps because SAND1 also contamgrous cor-
relation maps which show syntactic variables from difféng@rspectives. Also,
some syntactic contexts are presented using multiple maps.

Tables 1 to 4 provide examples of syntactic variation in theyglementis-
ers, subject doubling, reflexives and fronting domaingeetvely. For example,
Table 1 shows the attested variation throughout the Dutabuage area in the
realisation of the complementiser position in comparaifatauses as presented
in SAND1 map B on page 14. In standard Dutch people‘shkt wel of er ie-
mand in de tuin stadit looks [affirmative] if there someone in the garden stands
but in colloquial Dutch the following form also frequentlgaurs in the southern
provinces:'t lijkt wel of dat er iemand in de tuin staaf here are even a few north-
ern and southern regions within the Dutch language areaentherverb occurs in
the second position of the if-claustlijkt wel of er staat iemand in de tuinThe
last example also illustrates that both word form and worepmay vary within
a syntactic context.

2The online version of this paper at http://marco.info/prt/mrs2007clin.pdf includes geographical
distribution maps of the SAND dialect locations with relevarovince names and also contains addi-
tional data mining results and references.
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Table 1. Map 14b in SAND1 shows seven syntactic variables in the complementisers domain.

Context Complementiser of comparative if-clause
Variables { of, *of dat, dat, as/of + V2, at, as, et }
Example ‘t  lijkt  wel of dat er (%) iemand in de tuin staat.
Gloss it looks [affirmative] if that there [v2] someone in the garden stands

Translation “It looks as if there is someone in the garden.”
Table 2. Map 54a in SANDI1 shows four syntactic variables in the subject doubling domain.

Context Subject doubling 2 singular
Variables { VFINIH Y *7 VFle —> C — > *CC()MI’AI{MI\'I J— }
Example Ge gelooft  gij zeker niet dat hij sterker is as = -ge gij.
Gloss you,.. believe youg,, certainly not that he stronger is than you.w YOUgyong

Translation “You do not seem to believe that he is stronger than you.”
Table 3. Map 68a in SANDI1 shows five syntactic variables in the reflexives domain.

Context Weak reflexive pronoun as object of inherent reflexive verb
Variables { zich, hem, *zijn eigen, zichzelf, hemzelf }
Example Jan  herinnert zijn eigen dat verhaal wel.
Gloss John remembers his own that story [affirmative]

Translation “John certainly remembers that story.”
Table 4. Map 84a in SAND1 shows four syntactic variables in the fronting domain.

Context Short subject relative, complementiser following relative pronoun
Variables { *1:die 2:as/at/da(t), 1:die 2:-t, 1:dien 2:at/da(t), 1:die/dat 2:wat }
Example Dat is de man die dat het  verhaal verteld heeft.

Gloss that is the man who that the story told has
Translation “That is the man who told the story.”

6.3 Sample data illustration and diagram

Figures 1 and 2 illustrate the data mining procedure presantthe next section
by defining a small subset of the actual SAND1 data. Figure fksntne geo-
graphical occurrences in seven Dutch dialects (1-7) of te éxample variables
(A-D) shown in Tables 1 to 4. For example, Figure 1 shows thahe dialects
of Ouddorp (1), Merckeghem (2), Brussel (3) and Gemert (éppte can sayt
Lijkt wel of dater iemand in de tuin stagid). This variable does not occur in the
dialects of Nieuwmoer (5), Boskoop (6) and Nijkerk (7). Likee, only in the
village of Nieuwmoer have all of the following three variablbeen attestedsls
gij gezond leeft, leef-de diinger(B), Jan herinnert z'n eigedat verhaal we(C),
andDat is de man die ddtet verhaal verteld heefD). Figure 2 shows a symbolic
representation of the sample data in Figure 1. The remabfdbe current article
uses the symbolic variable characters (A-D) and dialectbars(1-7) to refer to
the sample data components to enhance readability.

6.4  Association rule mining based on proportional overlap

The SAND1 sample data described above are used to illustostaelationships
between variables in a database can be discovered usingragee best known
as data mining but arguably more accurately described wathyinonym Knowl-
edge Discovery in Databases (KDD). Data mining is an umdgtelm for various
knowledge representation techniques such as associateshdecisiontreesand
neuralnetworks Frawley et al. (1992) define data mining as the nontrivial ex
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Figure 1. This SANDI sample marks the Figure 2. Symbolic representation of the SAND1
occurrences in seven dialects (1-7) of the syntactic sample shown in Figure 1.
variables (A-D) in Tables 1 to 4.

traction of implicit, previously unknown, and potentialigeful information from
data. Hand et al. (2001) formulate data mining more geneeallthe science of
extracting useful information from large data sets or dasals.

This work explores associations between syntactic vaggaiol Dutch dialects
using a rule induction system based on proportional ovefBanerally speaking,
association rules show attribute-value conditions thatiofrequently together in
a given dataset. The left side of an association rule isat e antecedent and may
consist of multiple predicting attributes. The right sideaaule is called the con-
sequent and defines the predicted class(es). Associatemare typically written
as ‘A — C’ and should be read as ‘IF variable A THEN variable C’. A widased
example of association rule mining is Market Basket Analyaimethod which ex-
amines a long list of supermarket transactions to determuhiieh items are most
frequently purchased together. It applies the Apriori dthm to generate can-
didate association rules which relate the items within deafsaction or basket
(Agrawal et al. 1993).

k s (4 41 4x3x2x1 24
C”:C::[ - - ===
3) 3A4-3)! 3x2xIx() 6

Figure 3. Calculation of the number of combinations with k=3 elements from the sample data set with
n=4 variables.

The application of association rule mining between syitagriables in the
current paper examines dfcombinations (oik-subsets) of syntactic variables
to determine which variable subsets most frequently catogeographically. A
k-combination is an unordered collection wikhunique element$. Figure 3 il-

3The Rule INduction Consolerific) programme implements the association rule mining proce-
dure. It has been developed with the wxWidgets C++ toolkil #re nextcombination STL tem-
plate. The console programme is available for all softwda¢fgrms and can be downloaded from
http://dialectometry.net/syntax.

4This is in contrast with &-permutation, which is anrderedcollection withk unique elements.
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lustrates how to calculate the binomial coefficient of thenber of combinations
with three elements in the sample data set of the four vasdl#{,B,C,D}. In this
example the binomial coefficient is four and represents tinelinations{A,B,C},
{A,B,D}, {A,C,D} and{B,C,D}.

Table 5. Algorithm to non-recursively evaluate all association rules.

1 FOR EACH k-combination of variable set v with » elements

2 INITIALISE combination subset s from v

3 REPEAT

4, FOR EACH m-combination of s

S. INITIALISE antecedent a from s with m elements

6 REPEAT

7 INITIALISE consequent ¢ as the complement of a with k-m elements
8 CALL evaluateAssociationRule with @ and ¢

9. UNTIL all antecedent combinations a have been processed
10. ENDFOR

11. UNTIL all combination subsets s have been processed

12.  ENDFOR

Table 5 lists the association rule mining algorithm in pseamtie. The pro-
cedure is scalable to even larger data sets because it isenorsive. There-
fore, memory usage remains constant. Line 1 specifies tagirthcedure iterates
through all combinations witk=2 to k=n variables. Line 2 selects the first com-
bination subset with k variables. Then, lines 3 to 11 repeatedly process subset
s and select the next subset. Line 4 iterates through all cmatibns of subset
s with m=1 to m=k-1 variables. Line 5 generates the first combination subset
a as the antecedent variables subset fromith m variables. Then, lines 6 to
9 repeatedly process subgeaind select the next subset. Line 7 determines the
corresponding consequent variables by selecting the eomngitary set od from
s. Finally, line 8 evaluates the quality of the generated @ssion rule using the
unigue antecedent-consequent tuple based on the praptieerlap between the
geographical distributions of the rule variables. The ddat@ association rule is
accepted when it satisfies previously specified criteriatafrestingness.

The procedure remains modest in automatically discardmigteresting can-
didate rules. The current version of the algorithm only gsuthe combination
space in two cases. In the first, self-explanatory situatierinterestingness value
is either equal to or below zero. The second condition applieen the coverage
value has the maximum value. This indicates that the anéet@mhcompasses the
entire data set, which implies that the rule does not haveeaplanatory power.

Of course, manual factor threshold values may be appliededisinvaddition to
these conditions to further minimise the amount of unirgting rules.

The proportional overlap procedure in this work consistheffollowing three
steps. First, the lists of geographical occurrences ofyallegctic variables in the
rule antecedent are disjunctively merged into the rulecatent vector of geo-
graphical occurrences. Variable occurrences are not Meagunctively because
the procedure attempts to combine microvariables to dexcoore general pat-
terns. Then, the procedure constructs the rule conseqeetdnof geographical



Discovery of association rules between syntactic vargable 89

occurrences. Finally, the intersection and union sets efttvo vectors of ge-
ographical co-occurrences are calculated as factor coempeno help determine
the quality of the candidate rule using a combination ofdatbrs as listed in Table

6. The intersection séA&C| in Table 6 represents the geographical conjunction
of antecedent and consequent variable occurrences. Tioemoof proportional
overlap is predominantly applied in research areas sucbahsgy and biogeogra-
phy and is notably explored in (Horn 1966).

6.5 Evaluating the quality of a rule

Table 6 lists several widely used factors to help deternfieequality of an asso-

ciation rule: accuracy, coverage, completeness and stiegaess. Many more
factors have been proposed over the years to further enhaleoevaluation qual-

ity. McGarry (2005) reviews a range of objective and suldjecineasures such
as actionability, surprisingness, unexpectedness, asisification cost, class dis-
tribution and attribute ranking, among others. These facéwe not taken into

account in this work. However, the current paper does iraate complexity as

the total number of variable disjuncts in both the anteceded consequent sets.
Higher complexity results are interpreted as being lessésting.

Table 6. Evaluation factors to help determine the quality of association rule A—>C.

Accuracy: |A&C|/|A| The number of dialects which have both variables A and C
divided by the number of dialects which have variable A.
Coverage: |A|/N The number of dialects which have variable A divided by the
total number of dialects in the data set.
Completeness: |A&C|/|C| The number of dialects which have both variables A and C

divided by the number of dialects which have variable C.

Interestingness: |A&C]| - |A[|C//N The number of dialects which have both variables A and C
minus the product of the number of dialects which have
variable A with the number of dialects which have variable C
divided by the total number of dialects in the data set.

It is important to note that although a pattern is expressed eule, it does
not mean that it is true all the time. An association rule dossmply causality.
The antecedent of a rule does not necessarily cause thecqemmgeof a rule to
happen. Therefore, the uncertainty in a rule should be mgaléei. This is what
the accuracy of a rule indicates. It signifies how often a isleorrect and is
also called the confidence of a rule. The coverage of a ruleeegps how often
a rule applies and is also called support. The factor compésts may be used
to explore how much of the target class a rule covers. Thikwaultiplies all
accuracy, coverage and completeness values by one hurdexgress the rule
quality factors as percentages.

The three rudimentary interestingness factors describedsare always inte-
grated in proposed measures of rule interestingnesstiledyj rules are interest-
ing when they have high accuracy, high coverage and deviatethe norm. The
effort, then, is to formulate the optimal trade off betweenarage, accuracy and
potentially other factors for a specific problem domain. @benain specificity of
interestingness is one of the many reasons why the abilitytéoactively explore
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the generated association rules is always desirable andex@en inevitable. Al-
though data mining algorithms may use objective factorgtide whether arule is
genuinely interesting or not, domain-specific, subjeativgons of interestingness
may be required as well to decide whether a potentially dirteally interesting
rule is also genuinely interesting in a specific domain. F@neple, a discovered
association rule may be too well-known or too trivial.

Table 7. Piatetsky-Shapiro’s principles for rule interestingness (RI) measures.

1. RI=0if|A&C|=|A||C|/N.

2. RI monotonically increases with |A&C| when other parameters are fixed.

3. RImonotonically decreases with |A| or |C| when other parameters are fixed.

This work applies the three principles for rule interestiegs measures pro-
posed in (Piatetsky-Shapiro 1991). They are reprinted bleT&. The princi-
ples formulate the relations between the factors accucasgrage and complete-
ness as objective evaluation criteria of interestingnesasures. The first prin-
ciple states that the rule interestingness is zero if thecaatent and consequent
of the rule are statistically independent. The second jpli@aefines that more
co-occurring elements in the antecedent and consequeng afile will result in
higher accuracy and completeness values when all othempéges remain fixed,
which increases the interestingness of the rule. The thirttiple’s interpreta-
tion is two-fold. It formulates that rule interestingnessmotonically decreases
with completeness when all other parameters remain fixeaile8ly, rule inter-
estingness also monotonically decreases with coverage alhether parameters
remain fixed (Freitas 1999). Note that, in contrast with aacy, coverage and
completeness values, interestingness values do not retessnge between zero
and one.

Several enhancements and alternative measures of imegresss have been
proposed since (Piatetsky-Shapiro 1991). Lenca et alpfiear) most notably de-
scribes numerous measures of interestingness in detalcdinent work restricts
itself to Piatetsky-Shapiro’s measure of interestingressause of its historical
position and formulaic simplicity. Note, however, that ssgmmetric nature is a
property where this measure seems lacking. This is not the fta the factors
accuracy, coverage and completeness. To a certain exteimfthence of sym-
metricity can be compensated by ranking the entire restittfsssociation rules
firstly on descending interestingness, secondly on asegratimplexity, thirdly
on descending accuracy and finally on descending coverage.

6.6  Discovery of association rules between syntactic vabées

Table 8 lists the eight most interesting association rubesetd on occurrences in
seven dialects of the four syntactic variables in the sardata as shown in Fig-
ures 1 and 2. The algorithm in Table 5 generates fifty variablabinations for

the sample data. Fourteen candidate rules are potentitdlyesting based on the
Piatetsky-Shapiro measure of interestingness and haeastt$ome explanatory
power. From a technical perspective this means that fouréssociation rules
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have an interestingness value greater than 0 and a covexlgesmaller than 100
percent. The list in Table 8 is sorted on descending inteigsss, ascending
complexity and descending accuracy, respectively.

Table 8. The eight most interesting association rules in the sample data set as shown in Figures 3 and 4
sorted on descending interestingness, ascending complexity and descending accuracy.

#  Antecedent — Consequent Interestingness Complexity Accuracy % Coverage %  Completeness %
1 B > AvD 0.86 1 100 42 60
2 AvD - B 0.86 1 60 71 100
3 D> B 0.57 0 100 14 33
4. D> C 0.57 0 100 14 33
B B> D 0.57 0 38 42 100
6. C ->D 0.57 0 33 42 100
7. B> A 0.29 0 66 42 50
8. A > B 0.29 0 50 57 66

The list of association rules is primarily sorted on desasgéhterestingness
since the main goal of this work is to discover the most irgiiing association
rules between the variables. The list's secondary sorfates ascending values
of complexity which can be interpreted as an extension ofntleasure of inter-
estingness. An increasing number of variable componendsruie decrease its
comprehensibility and, therefore, its interestingnessin€ldentally, the applica-
tion of the complexity factor in the sample data does notaltichange the rule
order. The list of association rules in Table 8 is ternaribyted on descending
accuracy. However, it would be equally valid to apply desitem completeness
as an alternative ternary sort factor. Favouring accuraey completeness simply
signifies that it is considered more important that a ruleisexct than it is to dis-
cover the degree to which the consequent variables arecpeddiy the antecedent
variables. The definitions of accuracy and completenesalifeT6 also illustrate
these alternate perspectives on rule importance quitemsthd The first two rules
in Table 8 demonstrate the effect of choosing completenessaecuracy to opti-
mally sort the association rules. The rules have ident@adls of interestingness
and complexity but differ in the degree of accuracy and cetepless. The first
rule states thaf variable B occurs in a dialetihenvariable A or D always occur
as well; the rule is 100 percent accurate. However, it do¢snmaly that the in-
verse is true as well. Indeed, in dialects one and two eithgable A or D occurs
but not variable B. This is specified in the second rule whieles that if either
variable A or D occurs in a dialect, then there is a 60 percertamty that vari-
able B occurs as well. This example adequately illustrdtesasymmetric nature
of the relationship between the antecedent variables andahsequent variables
of an association rule. Furthermore, an asymmetric vaiabbkociation may be
interpreted as a variable dependency with potentiallyanéical implications.

5The list of potentially interesting association rules cansbrted interactively using an external soft-
ware programme such as Excel or SPSS.
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6.7 Data mining the Syntactic Atlas of the Dutch Dialects

The following pages highlight a small selection of potditinteresting associ-
ation rules between the 485 syntactic variables in the SAN&tAbase based on
their geographical co-occurrences in 267 Dutch dialedte dlgorithm evaluated
234,740 rules without any variable disjunctions, i.e. allegedents and conse-
quents consist of only one variable, and found 10,730 ist&rg associations with
an accuracy value of 90 percent or higher. This observatamifiests the consider-
able proportional overlap between the syntactic variablSAND1. Additionally,

it could arguably be interpreted as an indication that lyighteresting association
rules with high coverage and high accuracy values effdgtrerluce the impor-
tance of the geographical occurrences in the data set. Toemation value of
geography—by definition—becomes limited to generic dgresitd distributional
information when variable distributions overlap nearlyfpetly. Ascending from
the observational level of geographical distributions renabstract variable as-
sociations would facilitate syntactic analyses to idenitifiplicational chains and
other association patterns.

Table 9. Example of a highly ranked association rule in SAND1 with one variable disjunct: “if either
antecedent variable A1 or A2 occurs, then it is certain that the consequent variable also occurs”.
Antecedent A1: p46b:julle(n)/jullie (Subject pronouns 2 plural, strong forms, complex)
We geloven dat julle(n)/jullie niet zo slim zijn als wij.
we believe that youymiswone NOt SO smart are as  we.
‘We believe that you are not as smart as we are.’
Antecedent A2: p46b:julder/jielder (Subject pronouns 2 plural, strong forms, complex)
We geloven dat julder/jielder niet zo slim zijn als wij.
we believe that youymiswone NOt SO smart are as  we.
‘We believe that you are not as smart as we are.’
Consequent: p46a:j-[lieden-compositum] (Subject pronouns 2 plural, strong forms)
We geloven dat j-lieden niet zo slim zijn als wij.
we believe that youymiswone NOt SO smart are as — we.
‘We believe that you are not as smart as we are.’
Statistics: Rank=9, Combination=5,327,848, Interestingness=61.31, Accuracy=100%,
Coverage=40%, Completeness=93%, Complexity=1, A-Locations=107, C-
Locations=114, AC-Overlap=107, AC-Disjunction=114
Interpretation: The infrequent pronoun ‘julder/jielder’ perfects the implicational association of the
frequent ‘julle(n)/jullie’ variant with the pronoun ‘j-lieden’.

The number of variable combinations rises to 113,614,1@@didate rules as
soon as either the antecedent or consequent of a rule mayd@cne variable
disjunction. No less than 56,267,729 generated assatiaties are at least 90
percent accurat®.This is to be expected since the algorithm disjunctively eom
bines variables. Once a strong association between twablas has been found,
any disjunctively added variable will further strengthba association.

Table 9 presents an association rule with one variablerttiipn as an exam-
ple of a potentially interesting rule with a higher comptgxi However, higher
complexity association rules become exceedingly morecdiffito interpret lin-
guistically. As a matter of fact, it can already be quite tvading to linguis-

6The corresponding output file is 33 GB. The programme exestutime was around 18 hours on a
MacMini PowerPC G4 (1.5 GHz) computer.
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tically interpret rules without variable disjunctions.ténactive explorations can
only partly facilitate the evaluation process. Therefohe, remainder of the cur-
rent paper concentrates on association rules withouthlardisjunctions.

Table 10. The most interesting rule in SAND1 without variable disjuncts.

Antecedent: p46a:g-lieden (Subject pronouns 2 plural, strong forms)
We geloven dat  g-lieden niet zo slim zijn als wij.
we believe that youymiswone NOt SO smart are as  we.
‘We believe that you are not as smart as we are.’

Consequent: p38b:gij/gie (Subject pronouns 2 singular, strong forms)
Ze gelooft dat gij/gie eerder thuis bent dan ik.
she believes that yOUgingularsiong €arlier home are  than I
“She thinks that you'll be home sooner than me.’

Statistics: Rank=1, Combination=10,321, Interestingness=58.38, Accuracy=99%,
Coverage=39%, Completeness=89%, Complexity=0, A-Locations=105, C-
Locations=116, AC-Overlap=104, AC-Disjunction=117

Interpretation: The plural pronoun ‘g-lieden’ belongs to the same paradigm as the singular pronoun
‘gij’.

Table 10 shows the potentially most interesting associatide in SAND1
without variable disjunctions. The rule associates onéef/ariables in map A on
page 46 in SAND1 with a variable in map B on page 38. It statats ththe context
of a strongplural subject pronoun in second person, if the complex pronoun ‘g-
lieden’ occurs, then the strorsingular subject pronoun in second person ‘gij’ (or
‘gie’) nearly always occurs as well. This is indicated by #uweuracy value of 99
percent. This value is calculated using the definition inl@&bas follows:|A&C|
/'|A] * 100 = AC-Overlap / A-Locations * 100 = 104 / 105 * 100 = 0.99 *@& 99
percent. Similarly, the interestingness value result®obews: |[A&C| — |A||C|/N
= AC-Overlap - (A-Locations * C-Locations / 267) = 104 - (105116 / 267) =
104 - 45.62 = 58.38.

The geographical distributions of the rule variables inlgakD are patterned
quite coherently (not shown). All occurrences are foundhim $outhern half of
the Dutch language area. Although it may not be particuladsprising to dis-
cover a strong association between two typically southesrdworms, it does
not automatically follow that it may not be considered iatging or even signif-
icant to discover that the geographical overlap betweeeciBpally, these two
southern word forms is nearly all-inclusive. It is suffidiéo interactively sort all
association rules on antecedent name, descending imerests and descending
accuracy, respectively, to verify this hypothesis. Thisaacreveals that only nine
potentially interesting association rules exist with thenplex pronoun ‘g-lieden’
as their antecedent and which also have an accuracy of 98mienchigher.

The top six ‘g-lieden’ rules state that if in a dialect peopda saywe geloven
dat g-liedemiet zo slim zijn als wijwe believe that yout,.,, Not So smart are as
we’, then people in that dialect can also say, in descendigges of certainty, (a)
Ze gelooft dat gij/gieeerder thuis bent dan ilshe believes that you earlier home
are than I', (b)lk denk_daMarie hem zal moeten roepéinthink that Mary him
will must call’, (c) U [niet-beleefdheidsvorm] gelooft dat Lisa even mooi is als
Anna'you [non-honorific] believe that Lisa as beautiful is as Anrn(d) Fons zag
een slang naast hefifons saw a snake next to him’, (Eyik liet mij voor hem
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werken'Erik let me for him work’ and (f)De jongen wie/die z’'moeder gisteren
hertrouwd is'the boy who/that his mother yesterday remarried is’.

Rules (d) and (e) also strongly indicate a relationship betwthe second per-
son, plural complex pronoun ‘g-lieden’ and the third perssingular, reflexive
pronoun ‘hem’. It is unclear how this association shouldrgerpreted linguisti-
cally. Although the rules might describe a previously unkndinguistic relation-
ship, it could also merely reflect that the variables are gggalycally clustered.
The latter case would signify the methodological remindiat & strong variable
association does not necessarily imply a linguistic caoisafll in all, the analy-
sis above adequately illustrates how exploration of onecason rule may easily
trigger interactive investigations of several more pa#ytinteresting rules and
may raise new questions to answer.

Another approach of interactively exploring the result&fetules focuses on
the examination of implicational chains between syntagitables. Table 11 lists
the highest ranked implicational chain of four syntactidalales in the set of as-
sociation rules without variable disjunctions to illusé&rghis phenomenon. First,
rule six states that if subject doubling occurs after V incsgtperson singular,
then it also appears after V in second person plural. Se¢bedhird highest rule
asserts that if subject doubling occurs after V in secondgeplural, then the sec-
ond person plural pronoun ‘g-lieden’ nearly always arisewell. As an aside, this
rule effectively demonstrates the implicit capacity tacdiger variable associations
across syntactic domains. Third, the highest ranked rubeinoingly associates
the second person plural pronoun ‘g-lieden’ with the seqmerdon singular pro-
noun ‘gij/gie’. Finally, rule eight confirms the transitiveature of the rules with
the association between subject doubling after V in secensbm singular and the
second person singular pronoun ‘gij/gie’.

From a statistical perspective many more linguisticaltgiasting variable as-
sociations can be expected to surface upon closer invéstigd he explorations
described above merely attempt to indicate the great paterftassociation rule
mining as a meaningful contribution to linguistic theoryganeral and syntactic
theory in particular. Another promising approach could Em@ssociation rule
mining to quantitatively validate existing and new typateg hypotheses. This is
in contrast with the current approach which focuses on eaptm and identifica-
tion of variable patterns. However, every approach willuieg extensive consul-
tation with syntactic theorists to meaningfully interpttee data. SAND1 provides
geographical maps of many individual variable distribngido facilitate interpre-
tation and validation of potentially interesting assadociatrules. The generated
sets of induced association rules and the rule inductiograrome are publicly
available for interactive exploration at http://dialectetry.net/syntax/.

6.8 Conclusions

This research has successfully demonstrated how assocdietween syntactic
variables in Dutch dialects can be discovered computdtionsing an association
rule mining technique based on proportional overlap. The induction system
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Table 11. The most interesting implicational chain of association rules between four syntactic
variables: d54a:after_v — d55a:after_v — p46a:g-lieden — p38b:gij/gie.
Variable 1/4: d54a:after_v (Subject doubling 2 singular)
As gij gezond leeft, leef- de gij langer.
if  YOUgnpur healthily Tive, 1ive yOUsinsuiameak YOUsigutarsuons longer
‘If you live healthily you will live longer.’
# Rank=6, Combination=6,509, Interestingness=52,78, Accuracy=92

Variable 2/4: d55a:after_v (Subject doubling 2 plural)
As gulder gezond leeft, leef- de gulder langer.
if  youpm healthily live, live- yoUpymlweak YOUpluralsirons  lONgET
‘If you live healthily you will live longer.’
# Rank=3, Combination=7.503, Interestingness=54,07, Accuracy=93

Variable 3/4: p46a:g-lieden (Subject pronouns 2 plural, strong forms)
We geloven dat  g-lieden niet zo slim zijn als wij.
we believe that youyymiswone NOt SO smart are as we.
‘We believe that you are not as smart as we are.”
# Rank=1, Combination=10,321, Interestingness=58,38, Accuracy=99

Variable 4/4: p38b:gij/gie (Subject pronouns 2 singular, strong forms)
Ze gelooft dat gij/gie eerder thuis bent dan ik.
she believes that yoUgineularsiwone €arlier home are  than I
“She thinks that you'll be home sooner than me.’
# Rank=8, Combination=6,552, Interestingness=52,73, Accuracy=98

facilitates identification and exploration of previousiglkuimown variable relation-

ships and validation of existing parametric generalisetioThe ability to define

variable associations asymmetrically is considered torbien@ortant property of

the technique in the syntactic domain. The analysis of theptadata has indi-

cated that the Piatetsky-Shapiro measure of interestesgmeequately formulates
the relationships between the evaluation factors of acguverage and com-
pleteness.

The application of the association rule mining techniquéht Syntactic at-
las of the Dutch dialects has revealed the existence of matgnpally interest-
ing associations with high accuracy and coverage valueskamded considerable
overlaps between the geographical distributions of syittaariable pairs. The
exploratory review has examined the highest ranked agsmtieules and also
discussed an implicational chain of variable associatidine results strongly in-
dicate that many more potentially interesting associatlogtween syntactic vari-
ables are likely to be uncovered upon further investigation

6.9 Discussion

The approach presented in this paper to discover assoabietween syntactic
variables can be extended and refined in several ways. Foneathe candidate
generation algorithm listed in Table 5 could be extendedi¢oriporate exception
rules as well. These are rules which cannot be predicted éxdsting knowledge
and typically combine high accuracy with poor coverage esluFurther refine-
ments of the data mining procedure may include experimientatith alternative

measures of interestingness and incorporation of additiaite quality evaluation
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factors such as surprisingness, among others.

An interesting property of data mining applications suchassociation rule
mining arises as more variables become available to theegwe. The formula
in Figure 3 shows that the number of generated candidateiatisa rules in-
creases factorially with the number of variables. Alsoyéasing complexity is
another source of combinatory explosion. These obsenstoe relevant in the
current context because the second volume of the SAND (SAND&ue to ap-
pear at the end of 2007. Incorporation of the SAND2 data ihtodssociation
rule discovery process will result in a linguistic databaeataining around 750
syntactic variables and covering all major syntactic miar@tion domains. Al-
though the linguistically trained mind may be extremelyeefive in heuristically
associating variables, the astronomical SAND combinasipace will undoubt-
edly exceed human limits of association precision and dgpaédditionally,
the compartmented and repetitive nature of data miningrighges makes them
good candidates for computational scaling and parakgiia using grid com-
puting techniques. Therefore, a combination of the unssgéd human heuristic
capabilities with the verifiable precision and processiog/gr available to data
mining tools may well contribute to the understanding ofgtrectural diversity of
language varieties. There is, of course, no reason to stmpgorating more data
into the procedure. For example, it could be really inténgsto combine avail-
able phonological data with these syntactic data to disgpetential associations
between variables among linguistic levels (Spruit et al.)n.

An entirely different application of association rule nmgianalyses the set
of variable associations to define clusters of geograpkioakrlapping variables
known as composite variables (Spruit 2006). This applbcatissumes that if a
group of variables nearly always occur together, then alesiagriable of such
a group does not add to the variation between two languagdetiear by itself.
Therefore, from a quantitative perspective the clusterafables can be inter-
preted as one entity which should more accurately quangififastic variation.
Preliminary visualisations of the distance relationsHyg$ween Dutch dialects
based on the Jaccard distance between composite syntadables appear to
classify the Dutch dialect areas quite accurately. Theedtahaps appear to be
in line with expert opinion and correspond with dialect diste visualisations (cf.
(Spruit 2006, Spruit et al. n.d.)) but require further resba

Finally, it would be interesting to compare the discoveradable associa-
tions with results based on more classic statistical mettsoth as Craér's V
or correspondence analysis. Ciara V is a statistic which measures the strength
of association between two categorical variables baseti®g?-statistic. Time
permitting, this approach could be well worth investiggtitone of the method’s
attractive benefits is that it calculates the statistiogwhisicance of each variable
pair association. Another statistical technique which rnalgl promise is corre-
spondence analysis. This method resembles the factorssm&tghnique but has
specifically been designed to help explore associationgdsst categorical vari-
ables. However, the interpretability of the resulting esgondence visualisations
may become an issue given the considerable geographicdapsédetween the
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syntactic variable distributions. Furthermore, a moredimental shortcoming of
the two alternative approaches described above is theanhgymmetric nature of
the discovered variable associations.
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