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Abstract

We present an approach to automatic semantic role labéiRg) carried out in the context

of the D-coi project. Although there has been an increagitgrést in automatic SRL in

recent years, previous research has focused mainly ondEngldapting earlier research to
the Dutch situation poses an interesting challenge edpebiecause there is no semanti-
cally annotated Dutch corpus available that can be usediagtg data. Our automatic SRL
approach consists of three steps: bootstrapping from annatated corpus with a rule-

based tagger developed for this purpose, manual corremtidtraining a machine learning
system on the manually corrected data. The input data foS&lr approach consists of
Dutch sentences from the D-COI corpus, syntactically aatedtby the Dutch dependency
parser Alpino.
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7.1 Introduction

The creation of semantically annotated corpora has laggamatically behind.
As a result, the need for such resources has now become ugmral initiatives
have been launched at the international level in the lagsy&awever, they have
focused almost entirely on English and not much attentienbeen dedicated to
the creation of semantically annotated Dutch corpora.

The Flemish-Dutch STEVIN-program has identified semanticogation as
one of its priorities:

Within the projectDutch Language Corpus Initiativig-Coi), guidelines have
been developed for the annotation of a Dutch written corpagarticular, a 50
million word pilot corpus has been compiled, parts of whievé been enriched
with (verified) linguistic annotation$.

One of the innovative aspects of the D-Coi project is thatas Focused not
only on the revisions of those protocols which have beemdireleveloped within
the Spoken Dutch Corpus (CGN) (Oostdijk 2002) for PoS tagdemmatization
and syntactic annotation but it has also explored the pitiggibf integrating an
additional annotation layer based on semantic informatidns annotation layer
was not present in the Spoken Dutch Corpus.

One of the goals of the D-Coi project is the development of atqmol for
such an annotation layer. In particular, we have dealt with tiypes of semantic
annotation, that is semantic role assignment and tempochbpatial semantics.
The reason for this choice lies in the fact that semantic asiggnment (i.e. the
semantic relationships identified between items in the $agh as the agents or
patients of particular actions), is one of the most attestadl feasible types of
semantic annotation within corpora. On the other hand, tead@and spatial an-
notation was chosen because there is a clear need for sughreofaannotation
in applications like information retrieval or question amsing (Schuurman and
Monachesi 2006).

Only a small part of the corpus has been annotated with sériafdrmation,
in order to yield information with respect to its feasihjlit Hopefully, a more
substantial annotation will be carried out in the framewaoirka follow-up project
aiming at the construction of a 500 million word corpus, iniethone million
words will be annotated with semantic information.

The focus of this paper is on semantic role annotatitve briefly discuss the
choices we have made in selecting an appropriate annofataiocol. Further-
more, we present the results of a pilot study for automaticastic role labeling
(SRL) based on the D-coi corpus.

Ihttp://taalunieversum.org/taal/technologie/stevin/
2http://lands.let.ru.nl/projects/d-coi/
Shttp://www.let.uu.nl/ Paola.Monachesi/personal/DCOI
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7.2  Existing projects

During the last few years, corpora enriched with semantie irformation have
received much attention, since they offer rich data botlefopirical investigations
in lexical semantics and large-scale lexical acquisit@mmNLP and Semantic Web
applications. Several initiatives are emerging at therivgtgonal level to develop
annotation systems of argument structure, within the Dpcoject we have tried
to exploit existing results as much as possible and to sebdkes for a common
standard. We want to profit from earlier experiences andritore to existing
work by making it more complete with our own (language spegibntribution
given that most resources have been developed for English.

Within D-coi, the following projects have been evaluatedoinder to assess
whether the approach and the methodology they have dewkfopthe annotation
of semantic roles could be adopted for our purposes:

e FrameNet (Johnson et al. 2002);
e PropBank (Kingsbury et al. 2002);

Given the results they have achieved, we have taken théjhitssand experiences
as our starting point.

FrameNet reaches a level of granularity in the specificatibthe semantic
roles which might be desirable for certain applicatiors. (Question Answering).
However, it makes automatic annotation of semantic rolgeergroblematic and
might raise problems with respect to uniformity of role llbg even if human
annotators are involved. Furthermore, incompletenesstitotes a serious prob-
lem, i.e. several frames and relations among frames areéngissinly because
FrameNet is still under development. Adopting the Framé®&leton for semantic
annotation means contributing to its development with tthditaon of (language
specific) and missing frames.

In our study, we have assumed that the FrameNet classificatien though
it is based on English could be applicable to Dutch as welth@igh Dutch and
English are quite similar, there are differences on botessidror example, in the
case of the Spanish FrameNet it turned out that frames mégy d@iftheir number
of elements across languages (cf. Subirats and Petruci8)20@ Subirats and
Sato (2004)).

Due to the limitation of available resources, the othera#dtve was to employ
the PropBank approach which has the advantage of providiag wle labels and
thus a transparent annotation for both annotators and.usemshermore, there
are promising results with respect to automatic semanléclabeling for English
thus the annotation process could be at least semi-aumnratilisadvantage of
this approach is that we would have to give up the classifinadif frames in an
ontology, as is the case in FrameNet, which could be veryuli$ef certain ap-
plications, especially those related to the Semantic Wedweyer, in Monachesi
and Trapman (2006) suggestions are given on how the two agipes could be
reconciled.
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A decision was made to adopt a PropBank approach within Dazonly be-
cause of the prospect of semi-automatic annotation. How#we PropBank an-
notation guidelines needed to be revised in order to de&l Buttch constructions
and with the syntactic annotation layer in D-coi.

Notice that both PropBank and D-coi share the assumptidrctisistent ar-
gument labels should be provided across different re@iaatof the same verb
and that modifiers of the verb should be assigned functi@us. tHowever, they
adopt a different approach with respect to the treatmentots since PropBank
creates co-reference chains for empty categories whilgirwid-coi empty cate-
gories are almost non existent and in those few cases in vth&hare attested,
a coindexation has been established already at the synteetl. Furthermore,
D-coi assumes dependency structures for the syntactieseptation of its sen-
tences while PropBank employs phrase structure treesditi@d Dutch behaves
differently from English with respect to certain constians and these differences
should be spelled out. (Trapman and Monachesi 2006)

7.3  Automatic SRL

Ever since the pioneering article of Gildea and Jurafsky2}0there has been
an increasing interest in automatic SRL. However, previesgarch has focused
mainly on English. Adapting earlier research to the Duttbadion poses an in-
teresting challenge especially because there is no seraliytannotated Dutch
corpus available that can be used as training data. Furtiterrmo PropBank
frame files for Dutch exist.

In PropBank, frame files provide a verb specific descriptiballpossible se-
mantic roles and illustrate these roles by examples. Thediexample sentences
makes consistent annotation difficult. Since defining a $dtame files from
scratch is very time consuming, we decided to go for an atam approach, in
which we annotated Dutch verbs with the same argument stauets their En-
glish counterparts, thus use English frame files insteadredting Dutch ones.
Although this causes some problems, for example, not altibwerbs can be
translated to a 100% equivalent English counterpart, suablgms proved to be
relatively rare. In most cases applying the PropBank arguisteucture to Dutch
verbs was straightforward. If translation was not possidhead hoc decision was
made on how to label the verb.

The second problem, the unavailablity of training data, pasially solved by
bootstrapping an unannotated corpus with a rule-base@tatjgshort, our auto-
matic SRL approach consists of three steps: bootstrappamy &n unannotated
corpus with a rule-based tagger, manual correction andyfitraining a machine
learning system on the manually corrected data. The inpiat fda our SRL ap-
proach consists of Dutch sentences from the D-COI corpusastically annotated
by the Dutch dependency parser Alpino (Bouma et al. 2000).

Another reason for adopting the PropBank approach was teteaah nature
of PropBank argument labeling. Although PropBank rolesrexteabstract in the
sense that different verbs have different role sets, raledadeled with generic
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Figure 7.1: Example CGN dependency graph

SMAIN

verb

np |
—_— aait [DET| [mMOD| [HD]
de jongen det adj noun

de zwarte hond

labels: ARGy ...ARG,, and a fixed set oARGMs. Such a predicate independent
labeling system is an important precondition when buildinmgle-based system.

7.3.1 Dependency structures

Syntactic annotation of the D-Coi corpus is based on the C&¥ddency graphs
(Moortgat et al. 2000). A CGN dependency graph is a treestrad directed
acyclic graph in which nodes and edges are labeled with c&sply c-labels
(category-labels) and d-labels (dependency labels). b€ldaof nodes denote
phrasal categories, such s (noun phrase) angp, c-labels of leafs denote POS
tags. D-Labels describe the grammatical (dependencytjaelaetween the node
and its head. Examples of such relations swgsubject),08J (direct object) and
MoD (modifier). Figure 7.1 shows an example of a CGN dependeragyhgr

There are three main groups of dependency nodes: heads|ernemnts and
modifiers. Heads are phrasal heads of the encapsulatingcsigntonstituent, for
example the head noun of a noun phrase. Complements detetin@rway the
thematic structure of the head is interpreted. The most jpramh complements
are subject and direct object complements. Finally, madifieark such notions
as time, place and quantity.

Intuitively, dependency structures are a great resourca fale-based seman-
tic tagger, for they directly encode the argument struatditexical units, e.g. the
relation between constituents. Our goal was to make optirslof this informa-
tion in an automatic SRL system. In order to achieve this, vet diefined a basic
mapping between nodes in a dependency graph and PropBask Tdlis mapping
forms the basis of our rule-based SRL system.
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7.3.2 Mapping dependency structure nodes to PropBank labsl

Mapping subject and object complements to PropBank argtsigrstraightfor-
ward: subjects are mapped t®RA0 (proto-typical agent), direct objects tr&1
(proto-typical patient) and indirect objects tcRA2. An exception is made for
ergatives and passives, for which the subject is labeled ARG1.

Devising a consistent mapping for higher numbered argumenore difficult,
since their labeling depends in general on the frame enttheftorresponding
predicate. Since we could not use frame information, we adeeliristic method.
This heuristic strategy entails that after numbering stthpbject complements
with the rules stated above, other complements are labeladkeift-to-right order,
starting with the first available argument number. For exanipthe subject is la-
beled with ARGO and there are no object complements, the first availablavagt
number is ARGL1.

Examples of complements that can be numbered this way adétive com-
plements Ze schilderde het huis [roodBhe painted the house red’) and verbal
complements4e lijkt [terughoudend te zijn]She seems to be reserved’).

Finally, a mapping for several types of modifiers was definddpping mod-
ifiers consistently is a difficult task due to the fact thatitimeaning is often am-
biguous. For example, the head wanal("on”) in a prepositional phrase can refer
to a location Ze loopt op straatShe walks on the street’) or an indication of
manner Ze loopt op hoge hakkeéBhe walks on high heels’). We refrained our-
selves from the disambiguation task, and concentratedasetmodifiers that can
be mapped consistently. These modifiers are:

e ArgM-NEC - Negation markers: lexical units such agt (not), nooit
(never) ergeen(none)

e ArgM-REC - Reflexives and reciprocals: lexical units suchmazelf(my-
self) andzichzelf(oneself)

e ArgM-PRD - Markers of secondary predication: modifiers with the depen
dency labePREDM

e ArgM-PNC - Purpose clauses: modifiers that start vaith te. These mod-
ifiers are marked by Alpino with the c-labefr!.

e ArgM-LOC - Locative modifiers: modifiers with the dependency latm|
theLD label is used by Alpino to mark modifiers that indicate a |lawabf
direction.

As was demonstrated in this section, thanks to the reldtiof@mation they
contain, it is possible to link PropBank labels to depengietazies with relatively
straightforward mapping rules. This property gives dejgeicy trees an important
advantage over phrase structure trees, which are commsetyin SRL systems.
The next step in our approach is to implement the mapping rinle rule-based
semantic tagger.
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7.3.3 XARA: arule based SRL system

With the help of the mappings discussed above, we developgd-dased seman-
tic role tagger, which is able to bootstrap an unannotatedusowith semantic
roles. We used this rule-based tagger to reduce the manuetiaion effort. After
all, starting manual annotation from scratch is time corisgnand therefore ex-
pensive. A possible solution is to start from a (partiallyjanatically annotated
corpus. This reduces the manual annotation task to a maouakttion task.

The system we developed for this purpose is called XARA (Xbtsed Au-
tomatic Role-labeler for Alpino-trees) (Stevens 2006). R is able to tag a
treebank in an XML format with semantic roles. In our expeants we used part
of the D-Coli treebank as an input corpus. Dependency tredssrcorpus are
stored in the Alpino XML format. The structure of Alpino XMLoduments di-
rectly corresponds to the structure of the dependency ttegendency nodes are
represented bNODE elements, attributes of the node elements are the c-label, d
label, pos-tag, etc. The format is designed to support aerahfinguistic queries
on the dependency trees in XPath directly (Bouma and Klooste 2002). XPath
(Clark and DeRose 1999) is a powerful query language for tkié& ¥ormat and it
is the cornerstone of XARA's rule-based approach.

7.3.3.1 Rules

A rule in XARA consist of an XPath expression that addressesde in the de-
pendency tree, and a target label for that node, i.e. a ralépath,label)pair. For
example, a rule that selects direct object nodes and latets withARG1 can be
formulated as:

(/Inode[@rel="0bj1], 1)

XARA supports three types of target labels. In this examplpositive integer is
used. Integer labels are used to label nodes with numbegetinants (ARG, ).
Secondly, for other semantic roles, such as modifiers,gstratues can be used.
Thirdly, the special value -1 can be specified to label thgetanode with the
first available numbered argument; this implements theisigutabeling strategy
described in the previous section.

After their definition, rules can be applied to local depemgedomains, i.e.
subtrees of a dependency tree. The local dependency domwihi¢h a rule is
applied, is called the rule’s context. A context is definedabyXPath expression
that selects a group of nodes. Contexts for which we definked in XARA are
verbal domains, that is, local dependency structures witbrh as head. Figure
7.2 shows an example of such a context: a verbal particle.nddes that belong
to this context are dark colored.

Upon application of a rule, an attribute ("pb”) is added te thrget node ele-
ment in the XML file. This attribute contains the PropBankdab

The combination XML + XPath proved to be a very powerful conation
for the semantic annotation of our treebank. First of algeuse we could work
directly with the treebank files and did not need to use arrrimteliary format.
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Figure 7.2: Example PropBank annotation on a Dependeney tre
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Secondly, because XPath provides a convenient and stanefrdethod to query
XML files. This enabled us to use standard Java API's. Finalcause XARA
is not restricted to a specific treebank format, but can bd aseany XML based
treebank other than Alpino with relatively little effort.his property satisfies one
of the major design criteria of the system: reusability. ®he/ requirement is that
an XML structure is used that supports XPath queries.

7.3.4 Classification system

The annotation by XARA of our treebank, was manually cogddby one hu-
man annotator. We used these manually corrected sentemtesrang and test
data for a SRL classification system. For this learning systee employed a
Memory Based Learning (MBL) approach, implemented in tHbufg Memory

based learner (TiMBL) (Daelemans et al. 2004). Memory bésadhing can be
described as reasoning on the basis of similarity of newasdns to earlier en-
countered situations. MBL is often categorized as a "lazyjraach to learning:
instances are directly stored in memory, without any abstm or restructuring,
this is in contrast with greedy approaches such as suppctanmachines.

During classification, unseen examples are compared tarioss in the train-
ing data. This comparison is done usingliatance metricA(X,Y’). The class
assignment is based on thenearest neighbors algorithm: the most common class
amongst thé: most similar training instances is chosen. In case of a tiergm
categories, a tie breaking resolution method is used. Thédalassification is
to assign class labels to a set of instances automaticaltarices represent the
items to be classified by means of a set of features and thgettelasses.
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7.3.5 Features

TiIMBL assigns class labels to training instances on theshagifeatures. The
feature set plays an important role in the performance odssdfiier, and choosing
features is certainly not a trivial task. In choosing thetdea set for our system,
we mainly looked at previous research, especially systaatyarticipated in the
CoNLL shared tasks (Carreras an@iuez 2005) for semantic role labeling.

However, none of the systems in the CoNLL shared tasks usddrés ex-
tracted from dependency structures. However, Haciogl0420sed dependency
tree features for classification. Hacioglu's system waisécand tested on data
of the 2004 CoNLL shared task that was converted into depeydgees. Ha-
cioglu classifies his approach as relation-by-relatiorb{RR) semantic role la-
beling. The basis of this approach is formed by a new treelofmependency
structures called DepBank. To create the DepBank corpsscnstituency trees
from the Penn treebank were converted into dependency ftedgermore, nodes
in the dependency trees that cover a semantic argument wgreeated with a
PropBank label. For sentences with more than one preditegesame tree was
instantiated with different argument labels.

In a sense, Hacioglu's approach is comparable to our sysarme in both
approaches features extracted from dependency treesaateHiswever, there are
also some differences:

e Hacioglu does not use a dependency parser to create thed#gsrirees,
instead existing constituent trees are converted to degmerydstructures.

e In Hacioglu's system, a dependency tree is created for guagosition in
the sentence. In our approach, labels from all propositioassentence are
stored in a single dependency tree.

e Hacioglu only uses features that are typical to dependereg (such as the
head word of the relation). He does not use "traditionaltdeas like phrase
type, i.e. features derived from a phrase structure tree.

From features used in previous system and some experintentadth TIMBL,
we derived the following feature set. The first group of feasudescribes the
predicate (verb):

(1) Predicate stem- The verb stem, provided by Alpino. This feature is analo-
gous to theverb lemmdeature used in many existing systems.

(2) Predicate voice- A binary feature indicating the voice of the predicate {pas
sive/active). A predicate is considered passive if it isr@mted to the auxil-
iary verbwordenor zijn and is a child of a node with c-labePART (passive
particle).

Notice that the predicate’s POS tag is not used as a featwrerigystem, unlike
in many existing systems, since all verbs in Alpino treesshifre same POS tag:
VERB.

The second group of features describes the candidate angjume
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(3) Argument c-label - The category label (phrasal tag) of the node, eug.or
PP.

(4) Argument d-label - The dependency label of the node, expD or su.

(5) Argument POS-tag - POS tag of the node if the node is a leaf node, null
otherwise.

(6) Argument position - A binary feature which indicates whether the argument
is positioned before or after the predicate.

(7) Argument head-word - The head word of the relation if the node is an inter-
nal node or the lexical item (word) if it is a leaf.

(8) Head-word POS tag - The POS tag of the head word.

(9) c-label pattern of argument - The left to right chain of c-labels of the argu-
ment and its siblings.

(10) d-label pattern - The left to right chain of d-labels of the argument and its
siblings.

(11) c-label & d-label of argument combined- The c-label of the argument
concatenated with its d-label.

Information from this feature set that is not available toRXAis: predicate’s root,
label pattern of candidate argument and argument posifitse. position feature
was added because it is was used in all CoNLL-05 systemsyfesne) and in the
Hacioglu system. The same applies to the the predicatets(oodemma). The
label pattern feature was used in several CoNLL systemswuandd out to have a
positive effect on the performance of our system.

7.3.6 Training procedure

The training set consists of predicate/argument pairseettm training instances.
Each instance contains features of a predicate and itsaatedhirgument. Candi-
date arguments are nodes (constituents) in the dependeecy This pair-wise
approach is analogous to earlier work by van den Bosch e2@04() and Tjong
Kim Sang et al. (2005).

Using every possible predicate/argument pair would résut very large in-
stance base that contains many irrelevant instances. Tgi® tead to reduced
performance of the classifier and low classification spe&érdfore, several meth-
ods were used to reduce the size of the instance base. Thef firgtse methods
is to ignore nodes that can never fill an argument role becafudeir grammati-
cal function, for example verbal particles. The second etk to only consider
phrases that are likely to be arguments.

For example, Tjong Kim Sang et al. (2005) build instancemfre@rb/phrase
pairs from which the phrase parent is an ancestor of the Wafd.adopted this
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approach to dependency trees: only siblings of the verldigaite) are considered
as candidate arguments.

In comparison to experiments in earlier work, we had reddyifew training
data available: our training set consisted of 2395 sengeri@eovercome our data
sparsity problem, we trained the classifier using the leaseaut (LOO) method
(-t leave_one_out option in TIMBL). With this option set, every data item
in turn is selected once as a test item, and the classifieairsett on all remaining
items.

Except for the LOO option, we only used the default TIMBL Be&js during
training, to prevent overfitting because of data sparsity.

7.4  Results & Evaluation

7.4.1 Measures

We used three measures for the evaluation of our systemisimecrecall and a
combined measure: F-Score. Precision is defined as the nimpof predicted
arguments that is predicted correctly, recall as the pttapoof correctly predicted
arguments. The F-Score is the harmonic mean of precisionemadl. To measure
the performance of the automatic systems, the automatiasdligned labels were
compared to the labels assigned by a human annotator.

7.4.2 Results of XARA labeling

Table 7.1 shows the performance of XARA on our treebank wa®S2sentences.

Table 7.1: Results of SRL with XARA

Label Precision | Recall | Fg—;

Overall 65,11% | 45,83% | 53,80
Arg0 98.97% | 94.95% | 96.92
Argl 70.08% | 64.83% | 67.35
Arg2 47.41% | 36.07% | 40.97
Arg3 13.89%| 6.85% | 9.17
Arg4 1.56% | 1.35% | 1.45

ArgM-LOC 83.49% | 13.75% | 23.61
ArgM-NEG 72.79% | 58.79% | 65.05
ArgM-PNC 91.94%| 39.31%| 55.07
ArgM-PRD 63.64% | 26.25% | 37.17
ArgM-REC 85.19% | 69.70% | 76.67

Since XARA's rules cover only a subset of the argument Ighibks classifier
is able to achieve a much higher recall score than XARA (dele {&42). Precision
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score of the classifier is higher as well, although the diffiee with XARA is
smaller.

Notice the contrast between XARA's performance on lower berad argu-
ments, especiallpyrG4. Manual inspection of the manual labeling reveals that
ARG4 arguments often occur in propositions withe®c2 andArRG3 arguments.
Since our current heuristic labeling method always chotiseBrst available argu-
ment number, this method will have to be modified in order eahia better score
for ARG4 arguments.

7.4.3 Results of TIMBL classification

Table 7.2 shows the performance of the TIMBL classifier onaurotated depen-
dency treebank. This is the same treebank we used to tesitRé Xole labeling
and consists of 2395 sentences. From these sentences, b2t es where ex-
tracted.

Table 7.2: Results of TiIMBL classification

Label Precision | Recall | Fg—;

Overall 70.27% | 70.59% | 70.43
Arg0 90.44% | 86.82% | 88.59
Argl 87.80% | 84.63% | 86.18
Arg2 63.34% | 59.10% | 61.15
Arg3 21.21%| 19.18% | 20.14
Arg4 54.05% | 54.05% | 54.05

ArgM-ADV 54.98% | 51.85% | 53.37
ArgM-CAU 47.24% | 43.26% | 45.16
ArgM-DIR 36.36% | 33.33%| 34.78
ArgM-DIS 74.27%| 70.71% | 72.45
ArgM-EXT 29.89% | 28.57% | 29.21
ArgM-LOC 57.95% | 54.53% | 56.19
ArgM-MNR 52.07% | 47.57% | 49.72
ArgM-NEG 68.00% | 65.38% | 66.67
ArgM-PNC 68.61% | 64.83% | 66.67
ArgM-PRD 45.45% | 40.63% | 42.90
ArgM-REC 86.15% | 84.85% | 85.50
ArgM-TMP 55.95% | 53.29% | 54.58

Some general observations can be made regarding thesesresul

e A sharp drop in precision and recall for higher numbered menis can be
observed: precision forRGO is 90.44%, whereas precision folRA3 is
only 21.21%. This can be contributed in part to the low nundferaining
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examples with these labels in the corpus. Performance oerlowmbered
arguments is relatively good however compared to XARA$qranance on
these arguments.

e The ARGM label with the highest F-score sRGM-REC. This is probably
due to the fact that the only information needed to assign Ittiiel is the
head word feature + POS of the head word, which makes clag8gificof
ARGM-REGCS relatively easy.

e One would expect a better performance on the lower humbegrorents
(assuming that theu andoBJl labels are assigned accurately by the Alpino
parser). We expect that the performance on these argumantbecim-
proved by adding lexical features (see section 7.5).

It is difficult to compare our system with existing systemisce our system
is the first one to be applied to Dutch texts. Moreover, ouadatmat, data size
and evaluation methods (separate test/train/develowsetas LOO) are different
from earlier research. However, to put our results somewhperspective, we
looked at the performance of state-of-the-art SRL systemEiiglish.

The CoNLL shared tasks provide an excellent source of inddion on English
PropBank SRL systems that use features extracted fromybptaase structure
trees. The best performing system that participated in @QoR005 reached an;F
of 80. There were seven systems with grperformance in the 75-78 range, seven
more with performances in the 70-75 range and five with a pedoce between
65 and 70.

A system that did not participate in the CoNLL task, but stithvides interest-
ing material for comparison since it is also based on depmrydstructures, is the
Hacioglu (2004) system. This system scored 85,6% preci§i8y6% recall and
84,6 R on the CoNLL data set, which is even higher than the besttepub-
lished so far on the PropBank data sets (Pradhan et al. 280%):precision, 75%
recall and 79 F. These results support our claim that dependency strisctane
be very useful in the SRL task.

7.5 Conclusion & Further work

The results reported here, provide a first insight into thesfimlities and prob-
lems of semantic role classification in a Dutch corpus basedlpino depen-
dency structures. Although several improvements can bentlae first results are
encouraging.

One possible improvement consists in the addition of seimédtures to the
feature set used by the classifier. Examples of such feaduedbe subcategoriza-
tion frame of the predicate and the semantic category (e.grdMét synset) of
the candidate argument. We expect that such semantic ésattill improve the
performance of the classifier for certain types of verbs agdraents, especially
the lower numbered argumentRA0 and ARG1. For example, a typical type of
classification error we encountered was related to verliscdra have a subject
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position filled by a themeARG1) instead of an agenaRG0), such adeginnen
("to begin™):

(1)  [Het boeka,q41 ] begint met een korte inleiding.
“The book begins with a short introduction”

Another example of a possible use of lexical semantic in&diom concerns tem-
poral and spatial modifiers @cM-TMP and ARGM-LOC respectively). At the
moment, the only available lexical information about suddifiers in our feature
set, is the head word of the corresponding preposition. Istimases however, the
head word alone is not sufficient to disambiguate the prépo& meaning. For
example, the Dutch prepositi@mvercan either head a phrase indicating a location
or a time-span. The semantic category of the neighboring pbuase might be
helpful in such cases to choose the right PropBank labelnK$& new lexical
resources, such as Cornetto (Mossen 2006), and clustedhgitjues based on de-
pendency structures (Van de Cruys 2005), we might be abldeadrhl semantic
information about noun phrases in future research.

Performance of the classifier can also be improved by autoatlgtoptimiz-
ing the feature set. The optimal set of features for a classifin be found by
employing bi-directional hill climbing (van den Bosch et 8D04). There is a
wrapper script (Paramsearch) available that can be usédWMBL and sev-
eral other learning systems that implements this appfodohaddition, iterative
deepening (ID) can be used as a heuristic way of finding thienaptalgorithm
parameters for TIMBL.

Finally, it would be interesting to see how the classifier lsloperform on
larger collections and new genres of data. The follow-ufef@-Coi project will
provide new semantically annotated data to facilitateardein this area.
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