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Abstract

Access to historical audio collections is typically vergtricted: content is often only avail-
able on physical (analog) media and the metadata is usumlited to keywords, giving
access at the level of relatively large fragments, e.g.néirestape. Many spoken word her-
itage collections are now being digitized, which allows itfiieoduction of more advanced
search technology. This paper presents an approach thaarssipnline access and search
for recordings of historical speeches. A demonstrator leas built, based on the so-called
Radio Oranje collection, which contains radio speecheshbyDiutch Queen Wilhelmina
that were broadcast during World War Il. The audio has begned with its original
1940s manual transcriptions to create a time-stamped itidgxenables the speeches to
be searched at the word level. Results are presented togdgtheelated photos from an
external database.
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14.1 Introduction

At present, audio(visual) collections from the culturafiteeye (CH) domain are
at risk of becoming inaccessible, because (i) both the grddta carriers they are
stored on are deteriorating and corresponding playbackekeare becoming ob-
solete, and (ii) the materials are insufficiently disclogmdfast and easy access.
In this paper we present a demonstrator for online acceshitiaical audio col-
lection. The technical approach is based on a combinati@peéch processing
and interaction design, and it has been applied to the diieof radio speeches
that Queen Wilhelmina (1880-1962) addressed to the Dutoplpeluring World
War Il — referred to as the ‘Radio Oranje collection’. The exdees were broad-
cast via Radio Oranje, a radio channel set up in London, Bdgle inform the
Dutch people in occupied areas. This demonstrator is angeashhow indexing
and access to audiovisual collections from the CH domaiidco& organized to
overcome the limitations of traditional indexing methodsA/V material.

Preservation issues have been taken up in retrospectivieaiign projects for
historic audio(visual) collections such as the EU IST Ri§paceé project and the
Dutch Beelden Voor De ToekondstIn the case of the Radio Oranje collection,
most recordings as well as their original 1940s transcripiderwent preserva-
tion measures and have recently been digitized by the Natitkr Institute for
War Documentation (NIOD)and the Netherlands Institute for Sound and Vision
(NIBG) 4. Without these measures, the Radio Oranje collection conilgl be ac-
cessed by reading the transcripts kept at the NIOD (in Ardata) and/or visiting
the NIBG (in Hilversum) to obtain copies of the audio files. éallections be-
come available digitally, they can be made accessible amatjnciple, searchable
via the Web.

To facilitate keyword search, some textual representatiotine audiovisual
documents is needed. For the kind of content under disaussie, descriptions
typically consist of a set of keywords for long stretchesdexch, e.g. an entire
hour or tape. This type of metadata is not useless, but isisfficiently specific
to support all needs of a researcher: both the lack of precisi the description
and the coarse time-resolution of retrieved results mageeitploration of A/V
documents quite cumbersome. Moreover, for most of theizggitand digital-born
audiovisual documents, disclosure based on manual d@sorip not an option,
since manual annotation takes one to ten times the durati@mezording.

To improve access to digitized audiovisual collections ihierefore necessary
to automatically generate time-stamped textual reprasiens that describe the
spoken content with much more precision (i.e. a higher tiesslution) than is
the case in current practice. Automatic generation of aildetandex into the
audio can be achieved in several ways, depending on the drobometadata that
is available for a collection. The extremes of the metadateedsion are a full

Lhttp://www.prestospace.org/
2http:/Avww.beeldenvoordetoekomst.nl
Shttp://www.niod.nl/
“http://www.beeldengeluid.nl/
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manual transcript on one end, and no metadata at all at tee@ti. In the former
case, aligning the transcription to the audio is sufficienglenerating an index, in
the latter case automatic speech recognition (ASR) can ptoged for generating
a textual representation of the spoken content.

In contrast to the broadcast news domain, which has been #ne anea of
speech recognition research and benchmarks, speech fi@Hhdomain can
contain relatively large amounts of spontaneous speechhioh speakers over-
lap, hesitate, repeat themselves, etc.) and of speech #sategorded in adverse
conditions (e.g. out on the street) or using suboptimal @gent. A number
of research projects have aimed to advance ASR and spokemeaot retrieval
specifically for the CH domain. In The National Gallery of tBpoken Word
project, the SpeechFind spoken document retrieval systasndeveloped: it au-
tomatically generates metadata for audio documents by esetiymy the audio and
generating ASR transcripts, and also makes the audio sddecthrough a Web
interface (Hansen et al. 2005). The MALACH (Multilingual éess to Large spo-
ken ArCHives) project investigated access to a vast cadledf testimonies from
Shoah survivors (Byrne et al. 2004). The goal of that projeas to advance
English and Czech ASR for the oral history domain and to stuoly recogni-
tion can be best incorporated in further processing anievelrsteps (Gustman
et al. 2002). In the Netherlands, the CHoral projepart of the NWO-CATCH
program, investigates technology for indexing and acogsBiutch, historically
relevant spoken documents (Ordelman et al. 2006).

In this paper we will describe a framework for improved asdesspoken CH-
content. More specifically, we will describe the steps talceimprove access to
the Radio Oranje collection. In section 14.2 we will focustlb@ synchronization
step, also called alignment, where the 1940s transcripte w®&ed to generate a
time-stamped index of the spoken documents. Section 14ciskes how this
index was exploited to support online search and browsimghanv it was used
to enhance presentation. The generation of cross-linksdsept the speeches
together with related photos from an external databasealgti be explained in
this section. Remaining issues and future work are disdussgection 14.4.

14.2 Optimizing alignment

Given the poor sound quality of the speeches — the origiardings were made
on historical equipment and contain hiss, pops, and saratehan ASR engine
would not be able to generate an adequate transcript. Inadeaf an alignment
task, audio frames are linked to a phonetic representafi@ennoanual transcript
using acoustic models from an ASR system. Alignment is muohemobust to-
wards mismatches between models and data than ASR. An exafgtcess to a
video archive using alignment of manual transcripts carobed in Christel et al.
(2006).

Shttp://hmi.ewi.utwente.nl/choral
Bhttp://www.nwo.nl/catch
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The collection of speeches in the Radio Oranje project haem lfully tran-
scribed during the war and therefore alignment could be donthis collection.
The data under consideration consisted of 29 speeches n@ithelmina, with
lengths varying between 5 and 19 minutes. All speeches waneially segmented
at the sentence level, giving a total of 853 sentence-sizgithents with an average
length of 15.7 seconds. For evaluation purposes, two fakkspes were segmented
at the word level yielding 2028 manually aligned word bouteta The alignment
tool from an off-the-shelf multi-mixture Gaussian HMM-lealsspeech recognition
engine was used (Pellom 2001), which produces Viterbi dpéchword-based
alignments.

14.2.1 Experiment |: Acoustic models

In contrast to an ASR system, which generates a hypothesibafwas said, an
alignment task only has to decideheresomething was said. Traditionally the
same acoustic models are used for both alignment and remgrbut this need
not automatically lead to the best alignment result.

We first performed an alignment using gender- and speakiependent acous-
tic models, optimized for broadcast news (BN) (de Jong &Cil6). Both triphone
(context-dependent) and monophone (context-indepen@bhiodels were used.
New acoustic models were trained from the resulting aligmsiéeading to a
speaker-dependent acoustic model. This was then used ftrmpea second it-
eration for training the final Wilhelmina models. In totdire¢e different acoustic
models were evaluated: a triphone BN model, a monophone Biehend a
monophone Wilhelmina model. For these experiments, seatsized segments
were used as input and the resulting alignment was evalaatbe word level.

14.2.2 Experiment Il: Segment size

An alignment tool assigns acoustic model states to eacleafudio frames, based
on the phonemes that are predicted from the transcriptibis i$ done in such a
way that the total likelihood of this state sequence, givendudio, is maximized.
Due to the complexity of the task it is not feasible to exhizest explore all
possible alignments. In practice, some pruning is applietithe alignment will
converge around a local optimum.

An anchor point is a mark in the audio and the transcriptian ties two equiv-
alent positions together. A segment can be viewed as the &adjiment between
two adjacent anchor points. When more anchor points arég@dvo the align-
ment tool, the task of aligning becomes easier and pruniegrhes less of an
issue. To determine the influence of segment size on alighmqeality, experi-
ments were performed in which alignment was done on varyipgtisizes. The
results were evaluated at the word level.
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14.2.3 Experiment lll: Grapheme-to-phoneme conversion

Alignment between text and speech is not done directly nauifh a phoneme
representation of the text. First the orthographic trapson is converted into
a phonetic representation and then a sequence of acoudielsrmmrresponding
to these phonemes can be aligned to the audio. The convestigraphemes
to phonemes has been extensively studied in the past, skeadr Cucchiarini

(1999) for a review. Most grapheme-to-phoneme (G2P) caiwmertools produce
a canonical phonetic transcription based on a backgrowt@dary that is aug-
mented with a rule-based system. Both the background lexacal the rules are
usually based on modern spelling and the correspondingripronunciation.

In the CH domain, transcriptions can use archaic spellimyeotions as was
the case with this collection (e.gischinstead okis meaning ‘demand’, angbor-
teekenerinstead ofvoortekenepnmeaning ‘omens’). To investigate the influence
of the G2P conversion on alignment performance, threerdiftgophonetic versions
of the reference texts were produced and compared: (i)yadutiomatic G2P ver-
sion, (ii) a G2P performed on a version of the reference taftes conversion to
modern spelling conventions, and (iii) a manually checkbednetic conversion
(thus excluding automatic G2P errors from the process).

14.2.4 Results

100

90

80

g 7of

ot

I 60+

k]

e 50r

>

o

E ao0f
30F == Wilhelmina monophone B

= = = Broadcast News monophone

201 == Broadcast News triphone b

10 L L L L L L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150
Deviation (ms)

Figure 14.1: Acoustic model performance. For each of theethicoustic models the amount
of data complying with a certain amount of deviation fromtbference transcript is shown.

Figure 14.1 shows the percentage of word boundaries (a€gids) that fall
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within a certain deviation from the manual reference aligntr(horizontal axis).

The dots mark the average deviation from the reference. \&basidering this

average deviation, BN monophone acoustic models performeady 60% bet-

ter than traditional BN triphone models on this task. Acmustodels that were
specifically trained on these speeches provided an addedverpent of almost
20%. The maximum deviation from the reference for all mormr@hmodels was
less than one second. Regardless of the performance leyeiad, monophone
models scored better than triphone models and data-matcbdels scored better
than generic BN models.
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Figure 14.2: Alignment performance as a function of segnsére for the BN triphone
models and the speaker-adapted Wilhelmina models.

The performance figures that were found for this set are |thar those found
in previous studies, see for example Brugnara et al. (199Bgre 89% of the
aligned phonemes were found within 20 ms of the referencds Jthesses the
mismatch that exists between the generic BN acoustic madalsthe historic
audio under consideration. Another reason for this diffeeeis that evaluation
was done for word-boundaries only, not for phoneme bouedarihis affected
the accuracy of the manual placement of reference boursddue— as was found
in for example Rapp (1995) — it also leads to a slight redandti@verall alignment
performance.

Figure 14.2 shows the average alignment error for varyirgmeat sizes.
When the data-matched Wilhelmina model is used, segmenssizms relatively
uncritical. Segments with a length of up to around five miaude not show a
significant reduction in alignment performance when coregao the original
sentence-sized segments. Aligning long segments with Biidne models re-
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quired a reduction in pruning that led to a high increase atessing timeX10
times longer).

Phones Average
altered (%)| deviation (ms)
Original spelling 0 55
Modern spelling 1 56
Manual conversion 5 54

Table 14.1: The effect of grapheme-to-phoneme conversiethhod on alignment perfor-
mance.

Table 14.1 gives the results for the three types of G2P wheBkhmonophone
acoustic models are used. Not only is the impact of old spgeltionventions on
G2P quite limited (only 1% of all phonemes is affected), tlifeecences that do
exist turn out to be of no consequence for finding the word Hates. Remov-
ing all grapheme-to-phoneme conversion errors from thestnaption also shows
no significant improvement on alignment performance atefellof word bound-
aries.

14.2.5 Summary

Overall, alignment performance was more than adequatéi®task. The dura-
tion of an average syllable lies in the range of 100-300 mscved 90% of all

detected word boundaries were found within 100 ms of thereafee. The use
of monophone models resulted in better alignment perfoomdhan use of tra-
ditional triphone models. Segment size was relatively itinaf when the models
were well matched to the data. In the case that mismatch keetthe audio and the
models was high, much more processing time was requiredteiroacceptable
alignment results. Finally, despite the 1940s spellingveations, there was no
impact of grapheme-to-phoneme conversion errors on lagatord boundaries.

14.3 Radio Oranje Web interface

On the basis of the alignment, a time-stamped index wasati¢laat allows word-
level access to the speeches through the Radio Oranje Wataod. The index
also facilitated development of additional functionaktifor user support. The
user experience was enhanced through the generation sflan&s to a topically-
related photo collection.

http://hmi.ewi.utwente.nl/choral/radiooranje.htrm Putch)
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14.3.1 Accessing the spoken word documents

For search and browsing, the interface allows entry to thieat@n at two levels:
an entire speech or a speech fragment. It is expected thet wilkenter their
queries in contemporary Dutch spelling, whereas the indexains Dutch in the
1940s spelling. To prevent that words written in the oldifased spelling become
irretrievable, a dictionary was used to translate termsfuser queries into index
terms. This dictionary was created manually given theikabtsmall scale of the
task. Boolean retrieval is currently supported and quesylts are ranked by date,
showing the speech'’s title, broadcast date and duratioreAsis/an excerpt of the
relevant sentence fragment. If the framework is used fagelaCH collections,
more advanced (ranked) retrieval techniques should be used

Once the user selects a particular spoken word documerit, fdagback op-
tions (start-stop-pause) are insufficient for navigataslinear examination of the
fragments from the result list is relatively inefficient. &refore, more elaborate
and dynamic user controls and content visualization optase needed. In earlier
research, visual content representations have been gedaioat for instance indi-
cate speaker turns (e.g. Slaughter et al. (1998)) or themsme(s) of query terms
in time (e.g. Whittaker et al. (1999), Christel et al. (200®)ther tools developed
for faster browsing allow users to speed up audio playbaes&egime-compressed
speech remains intelligible up to double its original speegl. Hirst et al. (2004).

To offer a proper mix of flexibility and transparency we deyed an inter-
active visualization of the audio content on the basis oftifme-stamped index.
It shows an overview of the entire speech as well as a zoomeakiv of a 45 s
window around the cursor. The exact positions of highligatg. query terms and
sentence boundaries, are shown in both bars. Through timibination of bars it
gives a clear overview of the document as well as detailadimétion on the frag-
ment that is currently being played. This combination is .n&urthermore, the
visualization is interactive: clicking any point on eithear will restart the audio
at that point in time, which allows the user to quickly browlseugh the spoken
document.

During audio playback, users prefer to take control of ptéakoover predeter-
mined play durations, since restricted playback may stamptedictable places
(Whittaker et al. 1998). Another issue that may be encoedteuring playback
is that query terms occur right at the beginning of the re¢riefragment. The rel-
evant term may be played before users are well-aware of thdiW.F. Hermans
systen§ this problem was overcome by enabling the user to selectizeeoé the
fragment’s context (Huijbregts et al. 2005). In the curnemérface we chose to
add an extra button for restarting the fragment from theilmaigentry point.

The second functionality that was added to support useisglptayback was
subtitling. This highlights the word being spoken and shivesquery terms in a
contrasting color. Subtitling was added to aid intelligtpigiven the sometimes
poor audio quality and the old-fashioned, formal languaggencountered in the
speeches of Queen Wilhelmina.

8http://www.willemfrederikhermans.nl/multimedia/
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14.3.2 Cross-media linking

In the CH domain, the ongoing digitization of historicalteXxmages, pamphlets,
photos, audiovisual materials etc. makes it possible tayipmatically identify
links between documents from a variety of modalities andédiections and (ii)
present related documents in one multimedia presentdfiugse possibilities cre-
ate new opportunities for comparative research in for mstathe historical do-
main and for the presentation of documents from audioviaugthives for edu-
cational purposes. In cross-media linking, content froffedént media types is
associated. This is done by linking the semantic repreensafrom each media
type either directly or through, for instance, a thesaurusndology. An example
is the cross-media browser Infolink that combines broaduass videos with data
from a historical video archive and textual informationifr@ newspaper corpus
(Morang et al. 2005).

In our demonstrator, spoken word fragments and photogeaphterial on the
same topic, i.e. World War II, were linked. The photographiaterial was taken
from a collection of over 55,000 photos maintained by the Ni@he photos are
partly from the same period as the Radio Oranje broadcastsettr, since unre-
stricted access to the photo database with elaborate psies was not obtained,
fully automatic search could not be investigated. The ictstt metadata that was
available consisted of a few keywords per photo. These keyswyere automati-
cally extracted from the online catalog for the photo cdltat

Searching and browsing functionality were developed ferghoken content,
and as a pre-processing step sets of photos were semi-digaligdinked to the
speeches. Since the Radio Oranje collection is charaeteby a very formal
and metaphorical speaking style, it was not possible toraatically match the
spoken content to the keywords from the photo databaseefdrer semantic rep-
resentations for the speeches were generated by manusiliyisg one or more
keywords from the photo thesaurus to each speech. This was alothe basis
of its title and global content. The 29 speeches were destiily (combinations)
of 18 keywords such as Liberation, May 1940, Christmas ohbi¢dnds Indies.
These keywords defined photo sets ranging in size from 2 to 200umber of
keywords that were relevant to the entire collection wasctetl as a default set of
photos when speech-level sets are too small, for exampéggallPress & Radio,
Queen Wilhelmina and Dutch Street Scenes.

While the audio is being played, photos that relate to thetape shown with
arefresh rate of ten seconds. Figure 14.3 shows the regguitiftimedia presenta-
tion: during audio playback the information visualizatisabtitling and topically-
related photos are shown.

14.4 Discussion and future work

In this paper we have presented the Radio Oranje demonstsich is an instan-
tiation of the framework for enhanced spoken word accessldped as part of the
CHoral project. It shows how access to audiovisual databeen the CH do-
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wij gedenken de tallooze slachtoffers die in rotterdam
en eiders vielen waar of de vijand

00:00.0 08413

Figure 14.3: Screen shot of the playback interface showirgdedied photo, subtitling and
the interactive browsing bars.

main can be changed using currently available technologgutomatic indexing,
information retrieval and content visualization.

With respect to the alignment results presented in secdal 4, the improved
performance from using monophone vs triphone models wasemlith expecta-
tions (van Santen and Sproat 1999). Although there are sechaigues available
to improve alignment, such as systematic bias removal @atal. 2002) or spec-
tral boundary correction (Kim and Concie 2002), these wetelaemed necessary
for the development of this particular system.

To support users during audio browsing and to make theickearas efficient
and satisfactory as possible, we developed the informaimualization compo-
nent presented in section 14.3.1. It enables the user t&lguwestimate the loca-
tion of the most important regions within a document givesitiér query. In the
present demonstrator system, those regions truly cortaiquery terms given the
accurate transcripts. Even if the transcripts were noy faticurate (due to ASR
errors for example), the user is expected to be much fasjadging a fragment’s
relevance using this visualization than without any infation on the location of
highlights or with less specific information visualizatisee e.g. Whittaker et al.
(1999) and Hearst (1995). Future work in the CHoral projetdetermine how
users can be supported even better during retrieval ofridat@poken documents.

Another issue for future research concerns semantics. dinergtic gap, i.e.
the fact that the match between the words spoken and thettaiits being talked
about is only partial, should be investigated further. 8intanual annotation of
high-level semantic information is too (time-)costly, @umiatic extraction might be
afeasible approach. Keywords should ideally be limiteddorgrolled vocabulary
to enable cross-linking with other collections and mediaplping the terms in the
transcription to this vocabulary can be done using a thesawr ontology-type
approach as in Wordnet (Fellbaum 1998). Moreover, audiaidocuments on
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specific periods or events in history — such as World War liguie the addition of
expert knowledge for successfully matching user queriezdg/get specific con-
notations in the context of certain historical periods ceres (e.g., euphemisms)
that cannot be solved by standard solutions such as docungoery expansion
using synonyms, hyponyms and hypernyms. Such mappings fcamew — only
be provided through manual effort.

In sum, the framework for enhanced spoken word access witldveloped
further within the CHoral project in order to enable widesgt use of Dutch his-
torical spoken word documents in research, education amigicoproduction.
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